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Chapter 1

Introduction

The written text that we interact with on an everyday basis—news articles, emails, social

media, books—is the product of a profoundly social phenomenon with people at its core.

With few exceptions, all of the text we see is written by people, and others constitute its

audience. A vast amount of the content itself is centered on people: news (including classic

NLP corpora such as the Wall Street Journal) details the roles of actors in current events, social

media (including Twitter and Facebook) documents the actions and attitudes of friends, and

books chronicle the stories of fictional characters and real people alike.

Robust text analysis methods provide us one way to understand or synthesize this vol-

ume of text without reading all of it; commercial and popular successes like IBM’s Watson

and Apple’s Siri hinge on robust computational models of naturally occurring data. Com-

putational models for linguistic analysis to date have largely focused on events as the orga-

nizing concept for representing text meaning. This is evident in many of the major trends in

computational semantic analysis: frame semantics and semantic role labeling (Gildea and

Jurafsky, 2002; Palmer et al., 2005; Das et al., 2010); information extraction into structured

databases (Hobbs et al., 1993; Banko et al., 2007; Mitchell et al., 2015); and semantic pars-

ing models based on truth-conditional semantics (Zelle and Mooney, 1996; Zettlemoyer and

Collins, 2005). In such methods, what happens (or is true) is central, and who is involved is

represented by a string, perhaps with a type,1 and in a few cases by an identifier linking into

a database. Considerable work has led to advances in resolving coreference of those strings

(Bagga and Baldwin, 1998; Haghighi and Klein, 2009; Raghunathan et al., 2010, among oth-

ers), and into resolving them to catalogs of real-world entities such as Freebase or Wikipedia

1For example, Person, Organization, Location, and Miscellaneous comprise a nominal taxonomy widely used
in named entity recognition; knowledge bases also implicitly perform fine-grained typing when asserting IS-A
relationships among people.

3



CHAPTER 1. INTRODUCTION 4

(Bunescu and Pasca, 2006; Cucerzan, 2007).

People, however, are not entries in relational databases. Their attributes, motivations,

intentions, etc., cannot be stated with perfect objectivity, and so meaningful descriptions

of who a person is must be qualified by the source of the description: who authors the de-

scription, as well as their attributes, motivations and intentions. This thesis explores a new

approach to modeling and processing natural language that transforms the primitives of

linguistic analysis—namely, from events to people—in anticipation of more “socially aware”

language technologies.

In this thesis, I build NLP around people instead of events, developing methods that

consider the interaction of author, audience and content in text analysis. In this work, I

adopt a statistical point of view and consider the text we observe to be a random variable

whose realization depends on several, often interacting, factors. When we read a sentence

in the New York Times such as Obama signed the legislation, the action denoted by signing leg-

islation is heavily dependent on the fact that the syntactic subject (and semantic agent) is

Obama, a POLITICIAN. If Obama were a FIREFIGHTER instead, we would be much less likely

to observe the phrase signed legislation with him, and more likely to observe put out the fire.

These are not categorical decisions (we cannot rule out a firefighter signing legislation, or

a president extinguishing a fire) but rather statistical regularities in the actions, attributes,

and—at the most fundamental level—words associated with people. One source of varia-

tion we observe in text can in part be explained by knowing something of the category to

which an individual described belongs.

A second source of variation in this random variable of text is due to the author. While

the actions associated with Obama become more predictable once we know he is a POLITI-

CIAN, the choice that individuals make in declaring that Obama is a great president as opposed

to Obama is a dictator is of course dependent on their own political beliefs. If we know those

beliefs, or can estimate them (for example, by observing that a sentence originates from Fox

News or MSNBC), then we can, in part, offer an explanation for that variability.

A third source of variation in the text we see is due to its audience. Politicians are not the

only individuals who change their message and even their regional accents (NPR, 2015) in

response to a changing audience. While formal publications like the New York Times and the

Wall Street Journal write with their readership in mind, so too do everyday users on Twitter,

Facebook and other social media sites, often tailoring the content of their text to a specific

audience (Goffman, 1959; Bell, 1984). Knowing something about who that audience is, and

how they change, can help explain the variation we see.

Seeing text as a random variable gives us the machinery we need to reason about the
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mechanisms that govern it. While we may not directly observe the fact that Obama is a

POLITICIAN or be able to measure the political beliefs of authors, we can reason about them

by virtue of the statistical regularities they admit. These regularities between the text we

observe with people in each of their roles as content, author and audience constitute the subject

of this thesis.

1.1 Structure of this thesis

This thesis is structured around each of the axes on which people interact with text. Each

chapter generally follows the same structure: I propose how a corpus of textual data can be

used to tell us something about people in one of these roles; I build a new probabilistic model

of that data that specifies the relationships between the observed evidence and the latent

structure we are trying to learn; and I evaluate the fitness of that model in comparison to

others. This work broadly falls into two main classes: exploring variation in how people are

represented as content within text, and exploring variation in text as a function of variation

in the authors and audience outside of it.

1.1.1 Variation in content

The first source of variation comes in how people are depicted in text. Chapters 3 and 4

consider representations of people through the lens of fine-grained entity types or personas,

such as HERO, VILLAIN, VEGETARIAN, MUSICIAN and FIREFIGHTER. Modeling personas

has the potential to tap into humans’ natural tendencies to abstract and generalize about

each other and our relationships and also—perhaps more importantly—to help bring those

tendencies to light, supporting both literary studies and social-scientific research that uses

text as data. In these chapters, the categories of variation are latent, and inferred through

statistical regularities in the kinds of actions that people are described as performing in text;

the latent structure of a persona is a generative variable that helps explain the data we see—

bundles of actions bound together by people.

Chapter 5 leverages people as they are depicted in text as an organizing principle for a

downstream application: learning event classes such as BIRTH, GRADUATING HIGH SCHOOL

and MARRIAGE from biographies on Wikipedia, using similar statistical machinery as for

persona inference above. This work also occasions social insight: though it is known that

women are greatly underrepresented on Wikipedia—not only as editors (Wikipedia, 2011)

but also as subjects of articles (Reagle and Rhue, 2011)—I find that there is a bias in their

characterization as well, with biographies of women containing significantly more emphasis

on events of marriage and divorce than biographies of men.
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1.1.2 Variation in author and audience

The second source of variation we see reflected in text is due to authorship: different au-

thors, with different attributes—such as gender, age, political preference—shape their text

in ways that are predictable as a function of this variation. Indeed, this predictability has

inspired a rich literature on inferring latent user attributes from the text they write (Her-

ring and Paolillo, 2006; Koppel et al., 2006; Argamon et al., 2007; Mukherjee and Liu, 2010;

Rosenthal and McKeown, 2011; Rao et al., 2010; Golbeck et al., 2011; Burger et al., 2011;

Pennacchiotti and Popescu, 2011; Conover et al., 2011; Volkova et al., 2014)

In chapters 6 and 7, I leverage this variation for two downstream tasks: a.) estimating the

political orientation of fine-grained opinions like OBAMA IS A SOCIALIST; and b.) improving

word embeddings by making them sensitive to local geographical meanings of words (such

as the different senses of wicked in Kansas and Massachusetts). In this work, I consider

variation that is observed (such as geographical location of authors), and variation that is

unobserved (the latent political leanings of authors) but still inferable through the statistical

regularities of the data we see—bundles of propositions bound together by the people who

assert them.

The third and last source of variation we see reflected in text is due to that of the au-

dience: the same author can adapt their message in different ways as a function of who

they’re addressing—whether through the mechanism of self-presentation (Goffman, 1959),

audience design (Bell, 1984) or the indexicality of linguistic variation (Eckert, 2008; John-

stone and Kiesling, 2008).

In chapter 8, I consider this kind of audience-based variation (in addition to authorial

variation) through a case study of sarcasm: while most approaches to detecting this richly

contextual phenomenon rely on lexical indicators (such as interjections and intensifiers) and

other linguistic markers (such as nonveridicality and hyperbole), I consider information

from a variety of sources, including not simply the content of the message, but properties

of the interaction between an author and audience, leveraging Kreuz’s (1996) “principle of

inferability”—that speakers only use sarcasm if they can be sure it will be understood by

the audience. I find that adding any kind of contextual information—information about the

author, the recipient of the message, or their interaction—can help in predictive performance

for this complex task.

1.2 Evaluation

Many tasks in natural language processing have well-established standard metrics for

evaluation: part-of-speech tagging and phrase-structure syntactic parsing have a standard
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human-created reference corpus in the Penn Treebank (Marcus et al., 1993); other tasks like

coreference resolution have set evaluation corpora such as OntoNotes (Hovy et al., 2006)

but many evaluation metrics, such as B3 (Bagga and Baldwin, 1998), MUC (Vilain et al.,

1995) and CEAF (Luo, 2005); others—such as machine translation or summarization—have

standard metrics but no fixed reference corpus.

In this thesis, I am often proposing new lines of research into questions that do not have

pre-existing benchmarks for evaluation. Many of the sections below present models, often

unsupervised, for exploratory data analysis. This requires constant assessment for how

those models should be evaluated. While perplexity (a measure of how likely a sample of

data is under a model) has been used for task-agnostic evaluation of unsupervised models

in the past, recent work has shown that it is often uncorrelated with the ultimate goal of

a model (or worse, at odds with it), such as the human interpretability of topics in topic

models (Chang et al., 2009) or out-of-sample word error rate in speech recognition (Iyer

et al., 1997; Chen et al., 1998). Part of the contribution this thesis makes is in giving careful

assessment to what constitutes a good evaluation for each approach.

For each section in this thesis, I evaluate the models directly on real predictive tasks. In

all cases, these evaluations judge the fitness of a model on its performance against a human

standard or in a predictive task with gold standard data.

• Chapter 3 compares the performance of models on the task of measuring the over-

lap between automatically inferred clusters of fictional characters and human created

clusters.

• Chapter 4 compares different model predictions of a priori hypotheses about the simi-

larity between fictional characters to human expert opinions.

• Chapter 5 compares models’ performance at predicting the time in a person’s life when

an event described in text takes place (leveraging a model’s belief of its latent event

class to do so).

• Chapter 6 compares the model predictions of the political import of propositions like

OBAMA IS A SOCIALIST (learned from estimates of political forum users’ latent politi-

cal positions) to human judgments of the same.

• Chapter 7 compares the performance of different models on the predictive task of

geographically-influenced term similarity.

• Chapter 8 compares the performance of different models on the predictive task of sar-
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casm detection in social media text.

In designing evaluations specific to each proposed task, one goal is to allow a range

of other methods to be more directly comparable to each other. While assessments of per-

plexity are limited to generative models that assign probabilities to observations, the eval-

uations proposed throughout this thesis can equally be applied to discriminative models

and to models that are not inherently probabilistic at all. Where applicable, I also release

evaluation data for others to compare to.

1.3 Thesis statement

In this thesis, I advocate for a model of text analysis that focuses on people, leveraging

ideas from machine learning, the humanities and the social sciences. People intersect with

text in multiple ways: they are its authors, its audience, and often the subjects of its content. I

argue that developing computational models that capture the complexity of their interaction

will yield deeper, socio-culturally relevant descriptions of these actors, and that these deeper

representations will open the door to new NLP and machine learning applications that have

a more useful understanding of the world.

I explore this perspective by designing, implementing and evaluating computational

models of three kinds: a.) unsupervised models of personas, which capture patterns of

identity and behavior in the description of people as the content of text; b.) unsupervised

models of author variation, which capture patterns in how latent and observed qualities of

the author influence the text we see; and c.) models of audience variation, which capture

patterns in how variation in the audience can influence the text we see. Each of these re-

search fronts captures one dimension of how people interact with each other as mediated

through text. Together, these three axes define a coordinate system for investigating written

language in its socially embedded context. At a large scale, this thesis illustrates how orga-

nizing data around people and reasoning about the subtleties of their interaction with text

can both generate new social insight and improve performance on practical tasks.



Chapter 2

Methods

2.1 Probabilistic graphical models

In viewing text as a random variable whose realization is dependent on many factors,

the work presented in this thesis largely exploits the machinery of probabilistic graphical

models, often in an unsupervised setting where our quantity of interest is never observed.

Graphical models provide a powerful computational framework; by clearly delineating the

exact relationships between all of the variables we consider (which include both observed

data and presumed hidden structure), we clearly articulate our statistical assumptions and

have access to a wide range of established inference techniques, including variational meth-

ods (Jordan et al., 1999) and Markov chain Monte Carlo (MCMC) techniques like Gibbs

sampling (Geman and Geman, 1984; Casella and George, 1992; Griffiths and Steyvers, 2004)

and Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970). For a broad overview of

graphical models, see Koller and Friedman (2009).

Text analysis using probabilistic generative models dates at least to Mosteller and Wal-

lace (1963), who model document counts in the Federalist Papers as draws from a Poisson

or negative binomial distribution in order to determine authorship. More recently, unsu-

pervised models have become popular; topic models (Blei et al., 2003) treat documents as

multinomial mixtures of latent topics (one per word), and have spawned a thriving indus-

try: direct descendants of this work include models that add correlation among topics (Blei

and Lafferty, 2006a), network structure (Chang and Blei, 2009), supervision (Mcauliffe and

Blei, 2008; Ramage et al., 2010), time (Wang and McCallum, 2006) and sequence (Griffiths

et al., 2005; Gruber et al., 2007). Topic models have been useful for organizing large digital li-

braries (Mimno and McCallum, 2007), tracing the history of a discipline through its journals

(Goldstone and Underwood, 2014), identifying themes in 19th-century literature (Jockers

9
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and Mimno, 2013) and characterizing the agendas of politicians through their press releases

(Grimmer, 2010).

The core idea behind graphical models is very simple: they articulate the relationships

among variables, and specify, in their structure, the conditions under which one variable is

able to exert influence on another. The art of designing models includes defining the vari-

ables of interest—both observational data (such as text and metadata) and latent variables

(entity types, event classes, political beliefs), and positing their conditional dependencies

in such a way as to allow interesting structure to be discovered and testable hypotheses to

emerge.

As an example, figure 2.1 illustrates one of the simplest models described in this thesis: a

Bayesian model for learning a set of latent event classes from words and timestamps divided

among people—in this particular case, biographical subjects on Wikipedia (see §5 for more

detail). Throughout this thesis, I use the standard convention of representing variables as

circles (observed variables are shaded, latent variables are clear, and those that are collapsed

out during inference are dotted) and plates to denote multiple variables. Arrows indicate

direct statistical dependence.

In this particular model, the observed data we see are sets of “events”—defined as a

set of terms w (such as the individual words in Barack Obama became president at the age

of ) and an observed timestamp t (48). What we don’t see are the things we care about—

a latent event class indicator e for each event (e.g., BECOMING PRESIDENT), a distribution

over the these latent events for a particular person η (for Barack Obama, this might include

BECOMING PRESIDENT, SERVING AS SENATOR, BIRTH, etc.), along with a characterization

φ of each event class in terms of the words that are the most likely to appear in describing

it. In this case, we mediate the relationship between all of the words in an event and the

timestamp that appears with them through the latent structure of an event class. While

we never directly see that Barack Obama became president at the age of 48 is an instance of

a BECOMING PRESIDENT event (which also appears in the biographies of Ronald Reagan,

Theodore Roosevelt, François Hollande and others), knowing that it denotes such an event

makes all of the observed data we see much more likely. What we seek in unsupervised

models are the values of the latent variables we don’t see that maximize the likelihood of

the data we do.

Throughout this work, I rely primarily on the inference technique of Gibbs sampling

(Geman and Geman, 1984), a Markov chain Monte Carlo method for approximating the joint

distribution of a set of variables (both observed and latent) by sequentially sampling them.

Gibbs sampling is an iterative technique in which the value of all unobserved variables
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Var Distribution Description
e ~Cat event class
t ~Norm timestamp of event
w ~Cat term in event
η ~Dir subject’s distribution over event class
φ ~Dir Event class distribution over terms
µ parameter Event class mean
σ parameter Event class standard dev.

α, γ parameter Dirichlet concentration
W observed Number of words for event e
E observed Number of events for person p
P observed Number of people

Figure 2.1: Top: Example model. Bottom: Definition of variables.

in a model are sampled in sequence conditioned on the current values of all the others.

Due to the conditional independencies that are inherent in the structure of the model, the

conditional probability for a variable X is only dependent on the values of variables in its

Markov blanket (Pearl, 1988)—the set of variables in the neighborhood of X that, when

conditioned upon, make X independent of all other variables in the model; in the example

above, a sample for a certain event class e is only dependent on the current samples of its

associated timestamp t, the words associated with it w, the event distribution η and the

event class characterization φ. All other words and timestamps associated with any other

event description are independent of this variable when the others are conditioned upon

(and thereby have no effect on the probability of any outcome). Throughout this work, I use
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collapsed Gibbs sampling Griffiths and Steyvers (2004), where sets of variables are integrated

out of the model completely (as with φ and η above), yielding a different Markov blanket

but the same principle: in practice, where Y is the set of variables that define the Markov

blanket of X, this involves calculating the conditional probability of X from the full joint

probability P(X, Y), and then drawing a sample from that conditional distribution. In the

case of uncollapsed Gibbs sampling for the model above, this reduces to an application of

Bayes’ rule:

P(e|η, t, w, φ, µ, σ2) =
P(e | η)P(t | e, µ, σ2)∏ P(w | e, φ)

∑e′ P(e′ | η)P(t | e′, µ, σ2)∏ P(w | e′, φ)
(2.1)

For collapsed sampling, the Markov blanket for a particular event class includes many

other variables in the model (since integrating out φ and η induces dependencies on all

other variables through α and γ). In this case, the full joint probability becomes more compli-

cated (see chapter 5), but the fundamental principle remains the same: we can use this joint

probability to calculate the conditional probability for a target variable and draw a sample

from that conditional distribution. For more information about the details (and derivation)

of Gibbs sampling in probabilistic models, see Carpenter (2010) and Resnik and Hardisty

(2010).

2.2 Linguistic structure

Much work in using probabilistic models of text for exploratory data analysis uses a

bag-of-words assumption in the representation of documents, treating words as simple and

independent tokens; from a generative standpoint, this is a often well-motivated decision

since words are the only thing we can directly observe.

But text does have structure, even if it is unobserved. At a most shallow level, words

cluster together into non-compositional multiword expressions (Sag et al., 2002), so that a

term like white house can denote something more significant than the sum of its parts. At

a deeper, and unobserved, level, phrases bear syntactic relationships to each other (Chom-

sky, 1965), so that a sentence can be decomposed into a product of subjects, direct objects,

attributes, and so on; under a dependency grammar (Sgall et al., 1986; Mel’čuk, 1988), these

structural relationships hold between individual words. Beyond syntax, we can also see

higher-order structural relations between words and phrases at the level of semantics and

discourse.

The broad field of natural language processing deals with uncovering this kind of hid-
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Luke fights Vader
NNP VBZ NNP

nsubj dobj

Figure 2.2: Sample syntactic dependency graph with part-of-speech tags for Luke fights Vader.

den structure in text, and has developed methods for part-of-speech-tagging (Ratnaparkhi

et al., 1996; Toutanova et al., 2003; Søgaard, 2011), syntactic parsing (Collins, 2003; McDonald

et al., 2005; McClosky et al., 2006; Petrov et al., 2006; Nivre et al., 2007b; Socher et al., 2013a),

semantic parsing (Zettlemoyer and Collins, 2005; Das et al., 2014; Flanigan et al., 2014), and

discourse parsing (Marcu, 2000; Baldridge and Lascarides, 2005; Sagae, 2009; Ji and Eisen-

stein, 2014) among many others. For a general overview, see Jurafsky and Martin (2009).

The work presented here draws on this tradition, representing documents using linguistic

structure. At its simplest, this amounts to uncovering multiword expressions (chapters 5

and 7) in the linear sequence of text; for the models presented in chapters 3 and 4, the ob-

servations we see are semantic dependencies (predicates along with their semantic agents

and patients) associated with characters in movies and books (as illustrated in figure 2.2);

this association of characters with their syntactic paths draws on rich techniques for clus-

tering mentions of people into a single character and resolving coreference between them

(e.g., resolving Tom, Mr. Sawyer, and him to the character known as TOM SAWYER). For the

models presented in chapter 6, the observations we see are sentences that have been decom-

posed into propositional subjects and predicates (such as Obama is a Socialist→ 〈Obama, is

a Socialist〉).
In the framework of probabilistic models, we can think of this linguistic structure as

amounting to meaningful prior information, accumulated through years of theoretical work

and practical application. We know that words are not independent, and there exists a

rich structure that binds them. By leveraging our best prediction as to what this structure

is, we can reason over a finer and more nuanced representation of our data, and allow a

kind of analysis that would not be possible if we treated all words as simple independent

strings. By representing documents through their linguistic abstraction, we also gain statis-

tical strength, requiring less data for accurate learning.

2.3 Conditioning on metadata

While much early work in the probabilistic modeling of text draws words as categori-

cal variables from a flat multinomial distribution, one motif throughout this thesis is that
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language is profoundly situated—it does not arrive to us ex nihilo but is rather spoken or

written at a particular time and place and by a particular person—and we can often condi-

tion on metadata associated with that situated context in order to influence the probabilities

in a generative language model. This context can be either latent or observed. As one ex-

ample, in §6, I parameterize the probability of a particular subject (like gun rights) used by

an individual u as the exponentiated sum of a background log frequency of that subject in

the corpus overall (msbj) and K real-valued additive effects, normalized over the space of S

possible subjects (given a parameter matrix β ∈ RK×S):

P(sbj | u, η, β, msbj) =
exp

(
msbj + ∑K

k=1 ηu,kβk,sbj

)
∑sbj′ exp

(
msbj′ + ∑K

k=1 ηu,kβk,sbj′
) (2.2)

In this, η ∈ RK is a K-dimensional real-valued representation of the political preferences

of a specific user—the situated context in which the text is embedded. They are latent (and

so must be inferred), but our current estimate of their values influences the probability of

observing the subjects we see; if η for a particular user falls into a “Republican” region of

RK, the probability of that user saying the phrase gun rights in a proposition will likely go

up.

In conditioning on metadata in this way, I draw most directly on work into sparse ad-

ditive generative models (SAGE) of Eisenstein et al. (2011a) and also on a series of work

that originates in the trigger n-gram language models of Rosenfeld (1996), which allowed

the incorporation of long-distance information, such as previously-mentioned words, into

maximum-entropy n-gram models. This work has since been extended to a Bayesian set-

ting by applying both a Gaussian prior (Chen and Rosenfeld, 2000), which dampens the

impact of any individual feature, and sparsity-inducing priors (Kazama and Tsujii, 2003;

Goodman, 2004), which can drive many feature weights to 0. Other more recent work in

this space includes the structural topic model (Roberts et al., 2014), inverse regression topic

model (Rabinovich and Blei, 2014) and multinomial inverse text regression (Taddy, 2013).

Much recent work in neural language modeling (Bengio et al., 2003; Mnih and Hinton, 2009;

Mikolov et al., 2013) also falls in this class, by virtue of conditioning on words in context to

influence language model probabilities.

As in the example above, the models in §6 condition on a user’s latent political position

to influence the words we see; the models in §7 condition on a user’s geographical location

to shape a language model by influencing low-dimensional word-representations; and the
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models in §4 condition on author identity in order to learn a set of character types that are

able to discount the specific stylistic influence of the author. While the goals for including

such metadata are different in each case, the principle is the same throughout.

2.4 Notation in this thesis

Throughout this thesis, I use the following notation consistently for all probabilistic

graphical models:

• w represents an observed word in text (chapters 3, 4, 5 and 6)

• r represents an observed semantic role (chapters 3 and 4)

• z is a latent word-level topic (chapter 3)

• p represents a latent, single-membership entity type for an individual (chapters 3, 4

and 6)

• θ, φ and ψ represent latent multinomial distributions (chapters 3, 4, 5 and 6)

• β and ξ represent the parameters in a log-linear distribution (chapters 3, 4 and 6)

• µ and σ represent the mean and variance of Normal distributions (chapters 3, 5 and 6)

• α, γ and ν are Dirichlet hyperparameters (chapters 3, 4, 5 and 6)

While the precise meaning of these variables for each model is defined in more detail

in the chapters below, these are consistent guidelines that govern their use throughout this

work.



Part I

Variation in content
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Overview

The first section of this thesis covers the depiction of people as content in text, and the

statistical regularities in that depiction that allow us to infer higher-order information about

them. Statistical regularities in how people are presented in text have been helpful in the

past for two standard NLP tasks: named entity recognition and coreference resolution. In

the former, statistical models are able to leverage informative contextual features in order to

classify entities into one of a range of possible pre-existing categories; at the coarsest gran-

ularity, this includes the standard four-way CoNLL 2003 (Tjong Kim Sang and De Meul-

der, 2003) classification of PERSON, LOCATION, ORGANIZATION and MISC; finer-grained

systems often draw supervision from Wikipedia and classify entities into an ontology con-

taining anywhere from eight fine-grained types (Fleischman and Hovy, 2002) up to several

thousand (Bunescu and Pasca, 2006). At its most extreme, fine-grained NER reaches its limit

in named entity linking (Cucerzan, 2007), where mentions of individuals in text are resolved

to the Wikipedia pages (or other gazetteers) of the individual they refer to.

State-of-the-art coreference systems incorporate gender information in order to link noun

phrases and pronominal mentions together, either in the form of explicit rules (Raghunathan

et al., 2010) or by learning surface contextual features that encode it (Durrett and Klein,

2013). Entity-centric approaches to coreference (Rahman and Ng, 2009; Haghighi and Klein,

2010; Durrett et al., 2013) also reason about document-level information about each entity

being resolved, allowing the incorporation of regularities in fine-grained types. This kind

of global, entity-centric modeling has been useful for other tasks as well, such probabilistic

frame induction (Chambers, 2013).

The work presented here illustrates the value of pushing this exploration further. In

chapter 3, I introduce the problem of unsupervised persona inference, the task of learning a set

of latent entity types (or personas) from the actions and attributes associated with people (in

this particular case, characters in plot descriptions of movies on Wikipedia). In chapter 4,

I extend these models to enable persona inference in the presence of stylistic heterogeneity

within a collection of 15,000 literary novels, giving the flexibility to draw on different the-

oretical assumptions that privilege learning different classes of entity types. In chapter 5, I

show that modeling the variation that exists in descriptions of people online (in this case,

Wikipedia biographies) both provides a means of learning fine-grained events (where we can

exploit the structure that exists between events and the people who experience them) and

also gives insight into the biases that exist in the characterization of people in this socially

constructed space. Each of these three sections is only possible by privileging people as the

central organizing principle of the data.



Chapter 3

Learning personas in movies

Work described in this chapter was undertaken in collaboration with Brendan O’Connor and Noah

Smith, and published at ACL 2013 (Bamman et al., 2013)

3.1 Introduction

In the first two chapters of this thesis, I consider variation in the actions and attributes

associated with fictional characters in movies (this chapter) and in books (chapter 4). Much

computational work involving fictional texts of this kind has focused on narrative (Mani,

2012), attempting to learn the sequence of events by which a story is defined; in this tradition

we might situate seminal work on learning procedural scripts (Schank and Abelson, 1977;

Regneri et al., 2010), narrative chains (Chambers and Jurafsky, 2008), and plot structures

(Finlayson, 2011; Elsner, 2012; McIntyre and Lapata, 2010; Goyal et al., 2010).

In this chapter, I introduce a complementary, people-centric perspective that addresses

the importance of character in defining a story, leveraging the variation that emerges in de-

scriptions of people in text to infer latent character types that they embody. The testbed for

this chapter is film. This fictional domain provides an intuitive starting point for thinking

about abstract character types. The notion that a fixed set of character types recur through-

out narratives is common to structuralist theories of sociology, anthropology and literature

(Campbell, 1949; Jung, 1981; Propp, 1968; Frye, 1957; Greimas, 1984); in this view, the role

of a character in a story is less a depiction of an imagined person (with a real personality)

and more a narrative function. A Campbellian view of narrative may see a protagonist de-

picted as the THE HERO, and other characters whose sole function is to offer guidance and

training for them (the MENTOR) or to employ cunning as a way of advancing the plot (the

TRICKSTER). A Proppian view of narrative likewise sees grand types such as the THE HERO

18
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and THE VILLAIN, and also many more specialized characters requisite in Russian folktales

(such as THE DONOR, whose sole narrative function is to give THE HERO a magical object).1

While such structuralist theories of narrative have tended to be eclipsed over the past fifty

years by materialist theories that concentrate on the historical context in which a narrative in

produced, they form a very living means by which contemporary audiences organize their

perception across a variety of different media: the BYRONIC HERO, for example, represents

a specialized type of the brooding, mysterious loner, and has been used to describe Heath-

cliff in Wuthering Heights, Edward Cullen in the Twilight books and movies, and Angel in the

television series of the same name (Stein, 2004).

Under this perspective, a character’s latent internal nature helps drive the action we

observe. This leads to a natural generative story: we first decide that we’re going to make a

particular kind of movie (e.g., a romantic comedy), then decide on a set of character types, or

personas, we want to see involved (the PROTAGONIST, the LOVE INTEREST, the BEST FRIEND).

After picking this set, we fill out each of these roles with specific attributes (female, 28 years

old, klutzy); with this cast of characters, we then sketch out the set of events by which they

interact with the world and with each other (runs but just misses the train, spills coffee on their

boss) – through which they reveal to the viewer those inherent qualities about themselves.

This work is inspired by past approaches that infer typed semantic arguments along with

narrative schemas (Chambers and Jurafsky, 2009; Regneri et al., 2011), but seeks a more

holistic view of character, one that learns from stereotypical attributes in addition to plot

events. This work also naturally draws on earlier work on the unsupervised learning of

verbal arguments and semantic roles (Pereira et al., 1993; Grenager and Manning, 2006; Titov

and Klementiev, 2012) and unsupervised relation discovery (Yao et al., 2011).

This people-centric perspective leads to two natural questions. First, can we learn what

those standard personas are by how individual characters (who instantiate those types) are

portrayed? Second, can we learn the set of attributes and actions by which we recognize

those common types? How do we, as viewers, recognize a VILLIAN?

3.2 Data

3.2.1 Text

Our primary source of data to answer these questions in this chapter comes from 42,306

movie plot summaries extracted from the November 2, 2012 dump of English-language

1Woloch (2003) provides one vivid example of characters defined by their structural relations in the “twelve
young men” Achilles murders in The Iliad as revenge for his companion Patroklus’ death (Il. 21.97–113); we
know nothing of these characters outside of their function as THOSE KILLED IN REVENGE.
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Wikipedia.2 These summaries, which have a median length of approximately 176 words,3

contain a concise synopsis of the movie’s events, along with implicit descriptions of the

characters (e.g., “rebel leader Princess Leia,” “evil lord Darth Vader”). To extract struc-

ture from this data, we use the Stanford CoreNLP library4 to tag and syntactically parse

the text, extract entities, and resolve coreference within the document. With this structured

representation, we extract linguistic features for each character, looking at immediate verb

governors and attribute syntactic dependencies to all of the entity’s mention headwords,

extracted from the typed dependency tuples produced by the parser; we refer to “CCpro-

cessed” syntactic relations described in de Marneffe and Manning (2008):

• Agent verbs. Verbs for which the entity is an agent argument (nsubj or agent).

• Patient verbs. Verbs for which the entity is the patient, theme or other argument (dobj,

nsubjpass, iobj, or any prepositional argument prep_*).

• Attributes. Adjectives and common noun words that relate to the mention as adjec-

tival modifiers, noun-noun compounds, appositives, or copulas (nsubj or appos gover-

nors, or nsubj, appos, amod, nn dependents of an entity mention).

These three roles capture three different ways in which character personas are revealed: the

actions they take on others, the actions done to them, and the attributes by which they are

described. For every character we thus extract a bag of (r, w) tuples, where w is the word

lemma and r is one of {agent verb, patient verb, attribute} as identified by the above rules.

3.2.2 Metadata

Our second source of information consists of character and movie metadata drawn from

the November 4, 2012 dump of Freebase.5 At the movie level, this includes data on the

language, country, release date and detailed genre (365 non-mutually exclusive categories,

including “Epic Western,” “Revenge,” and “Hip Hop Movies”). Many of the characters

in movies are also associated with the actors who play them; since many actors also have

detailed biographical information, we can ground the characters in what we know of those

real people – including their gender and estimated age at the time of the movie’s release (the

difference between the release date of the movie and the actor’s date of birth).

2http://dumps.wikimedia.org/enwiki/
3More popular movies naturally attract more attention on Wikipedia and hence more detail: the top 1,000

movies by box office revenue have a median length of 715 words.
4http://nlp.stanford.edu/software/corenlp.shtml
5http://download.freebase.com/datadumps/
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Across all 42,306 movies, entities average 3.4 agent events, 2.0 patient events, and 2.1

attributes. For all experiments described below, we restrict our dataset to only those events

that are among the 1,000 most frequent overall, and only characters with at least 3 events.

120,345 characters meet this criterion; of these, 33,559 can be matched to Freebase actors

with a specified gender, and 29,802 can be matched to actors with a given date of birth. Of

all actors in the Freebase data whose age is given, the average age at the time of movie is

37.9 (standard deviation 14.1); of all actors whose gender is known, 66.7% are male.6 The age

distribution is strongly bimodal when conditioning on gender: the average age of a female

actress at the time of a movie’s release is 33.0 (s.d. 13.4), while that of a male actor is 40.5

(s.d. 13.7).
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Figure 3.1: A persona is a set of three distributions over latent topics. In this toy example, the ZOMBIE
persona is primarily characterized by being the agent of words from the eat and kill topics, the patient
of kill words, and is attributively modified by words from the dead topic.

3.3 Personas

One way we recognize a character’s latent type is by observing the stereotypical actions

they perform (e.g., VILLAINS strangle), the actions done to them (e.g., VILLAINS are foiled

and arrested) and the words by which they are described (VILLAINS are evil). To capture this

intuition, we define a persona as a set of three typed distributions: one for the words for

which the character is the agent, one for which it is the patient, and one for words by which

the character is attributively modified. Each distribution ranges over a fixed set of latent

word classes, or topics. Figure 3.1 illustrates this definition for a toy example: a ZOMBIE

persona may be characterized as being the agent of primarily eating and killing actions, the

6Whether this extreme 2:1 male/female ratio reflects an inherent bias in film or a bias in attention on Freebase
(or Wikipedia, on which it draws) is an interesting research question in itself.
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patient of killing actions, and the object of dead attributes. The topic labeled eat may include

words like eat, drink, and devour.

3.4 Models

Both models that we present here simultaneously learn three things: 1.) a soft clustering

over words to topics (e.g., the verb “strangle” is mostly a type of Assault word); 2.) a soft

clustering over topics to personas (e.g., VILLIANS perform a lot of Assault actions); and 3.) a

hard clustering over characters to personas (e.g., Darth Vader is a VILLAIN.) They each use

different evidence: since our data includes not only textual features (in the form of actions

and attributes of the characters) but also non-textual information (such as movie genre, age

and gender), we design a model that exploits this additional source of information in dis-

criminating between character types; since this extra-linguistic information may not always

be available, we also design a model that learns only from the text itself. We present the text-

only model first for simplicity. Throughout, V is the word vocabulary size, P is the number

of personas, and K is the number of topics.

3.4.1 Dirichlet Persona Model

In the most basic model, we only use information from the structured text, which comes

as a bag of (r, w) tuples for each character in a movie, where w is the word lemma and r

is the relation of the word with respect to the character (one of agent verb, patient verb or

attribute, as outlined in §3.2.1 above). The generative story runs as follows. First, let there be

K latent word topics; as in LDA (Blei et al., 2003), these are words that will be soft-clustered

together by virtue of appearing in similar contexts. Each latent word cluster φk ∼ Dir(γ) is

a multinomial over the V words in the vocabulary, drawn from a Dirichlet parameterized

by γ. Next, let a persona p be defined as a set of three multinomials ψp over these K topics,

one for each typed role r, each drawn from a Dirichlet with a role-specific hyperparameter

(νr).

Every document (a movie plot summary) contains a set of characters, each of which is

associated with a single latent persona p; for every observed (r, w) tuple associated with

the character, we sample a latent topic k from the role-specific ψp,r. Conditioned on this

topic assignment, the observed word is drawn from φk. The distribution of these personas

for a given document is determined by a document-specific multinomial θ, drawn from a

Dirichlet parameterized by α.

Figure 3.2 (above left) illustrates the form of the model. To simplify inference, we col-

lapse out the persona-topic distributions ψ, the topic-word distributions φ and the persona
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(b) PERSONA REGRESSION.

P Number of personas (hyperparameter)
K Number of word topics (hyperparameter)
D Number of movie plot summaries
E Number of characters in movie d
W Number of (role, word) tuples used by character e
φk Topic k’s distribution over V words.
r Tuple role: agent verb, patient verb, attribute

ψp,r Distribution over topics for persona p in role r
θd Movie d’s distribution over personas
pe Character e’s persona (integer, p ∈ {1..P})
j A specific (r, w) tuple in the data
zj Word topic for tuple j
wj Word for tuple j
α Concentration hyperparameter for Dirichlet model
β Feature weights for regression model

µ, σ2 Gaussian mean and variance (for regularizing β)
md Movie features (from movie metadata)
me Entity features (from movie actor metadata)

νr, γ Dirichlet concentration hyperparameter

Figure 3.2: Models and definition of variables.

distribution θ for each document. Inference on the remaining latent variables – the persona

p for each character type and the topic z for each word associated with that character – is
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conducted via collapsed Gibbs sampling (Griffiths and Steyvers, 2004).

We optimize the values of the Dirichlet hyperparameters α, ν and γ using slice sampling

with a uniform prior every 20 iterations for the first 500 iterations, and every 100 iterations

thereafter. After a burn-in phase of 10,000 iterations, we collect samples every 10 iterations

(to lessen autocorrelation) until a total of 100 have been collected.

3.4.2 Persona Regression

To incorporate observed metadata in the form of movie genre, character age and char-

acter gender, we adopt an “upstream” modeling approach (Mimno and McCallum, 2008),

letting those observed features influence the conditional probability with which a given

character is expected to assume a particular persona, prior to observing any of their actions.

This captures the increased likelihood, for example, that a 25-year-old male actor in an ac-

tion movie will play an ACTION HERO than he will play a VALLEY GIRL.

To capture these effects, each character’s latent persona is no longer drawn from a document-

specific Dirichlet; instead, the P-dimensional simplex is the output of a multiclass logistic

regression, where the document genre metadata md and the character age and gender meta-

data me together form a feature vector that combines with persona-specific feature weights

to form the following log-linear distribution over personas, with the probability for persona

k being:

P(p = k | md, me, β) =
exp([md; me]>βk)

1 + ∑P−1
j=1 exp([md; me]>β j)

(3.1)

The persona-specific β coefficients are learned through stochastic EM (Wei and Tanner,

1990), in which we alternate between the following:

1. Given current values for β, for all characters e in all plot summaries, sample values of

pe and zj for all associated tuples.

2. Given input metadata features m and the associated sampled values of p, find the

values of β that maximize the standard multiclass logistic regression log likelihood,

subject to squared `2 regularization.

Figure 3.2 (above right) illustrates this model. As with the Dirichlet persona model,

inference on both p and z is conducted with collapsed Gibbs sampling. We optimize β every

1,000 iterations, until a burn-in phase of 10,000 iterations has been reached; at this point we

following the same sampling regime as for the Dirichlet persona model.
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3.5 Evaluation

We evaluate our methods in two quantitative ways by measuring the degree to which

we recover two different sets of gold-standard clusterings. This evaluation also helps offer

guidance for model selection (in choosing the number of latent topics and personas) by

measuring performance on an objective task.

3.5.1 Character Names

First, we consider all character names that occur in at least two separate movies, gen-

erally as a consequence of remakes or sequels; this includes proper names such as “Rocky

Balboa,” “Oliver Twist,” and “Indiana Jones,” as well as generic type names such as “Gang

Member” and “The Thief”; to minimize ambiguity, we only consider character names con-

sisting of at least two tokens. Each of these names is used by at least two different charac-

ters; for example, a character named “Jason Bourne” is portrayed in The Bourne Identity, The

Bourne Supremacy, and The Bourne Ultimatum. While these characters are certainly free to as-

sume different roles in different movies, we believe that, in the aggregate, they should tend

to embody the same character type and thus prove to be a natural clustering to recover. 970

character names occur at least twice in our data, and 2,666 individual characters use one of

those names. Let those 970 character names define 970 unique gold clusters whose members

include the individual characters who use that name.

3.5.2 TV Tropes

As a second external measure of validation, we consider a manually created cluster-

ing presented at the website TV Tropes,7 a wiki that collects user-submitted examples of

common tropes (narrative, character and plot devices) found in television, film, and fiction,

among other media. While TV Tropes contains a wide range of such conventions, we manu-

ally identified a set of 72 tropes that could reasonably be labeled character types, including

THE CORRUPT CORPORATE EXECUTIVE, THE HARDBOILED DETECTIVE, THE JERK JOCK,

THE KLUTZ and THE SURFER DUDE.

We manually aligned user-submitted examples of characters embodying these 72 char-

acter types with the canonical references in Freebase to create a test set of 501 individual

characters.

While the 72 character tropes represented here are a more subjective measure, we expect

to be able to at least partially recover this clustering.

7http://tvtropes.org
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Character Names §3.5.1 TV Tropes §3.5.2
K Model P = 25 P = 50 P = 100 P = 25 P = 50 P = 100

25 Persona regression 7.73 7.32 6.79 6.26 6.13 5.74
Dirichlet persona 7.83 7.11 6.44 6.29 6.01 5.57

50 Persona regression 7.59 7.08 6.46 6.30 5.99 5.65
Dirichlet persona 7.57 7.04 6.35 6.23 5.88 5.60

100 Persona regression 7.58 6.95 6.32 6.11 6.05 5.49
Dirichlet persona 7.64 6.95 6.25 6.24 5.91 5.42

Table 3.1: Variation of information between learned personas and gold clusters for different numbers
of topics K and personas P. Lower values are better. All values are reported in bits.

3.5.3 Variation of Information

To measure the similarity between the two clusterings of movie characters, gold clusters

G and induced latent persona clusters C, we calculate the variation of information (Meilă,

2007):

VI(G,C) = H(G) + H(C)− 2I(G,C) (3.2)

= H(G|C) + H(C|G) (3.3)

VI measures the information-theoretic distance between the two clusterings: a lower

value means greater similarity, and VI = 0 if they are identical. Low VI indicates that

(induced) clusters and (gold) clusters tend to overlap; i.e., knowing a character’s (induced)

cluster usually tells us their (gold) cluster, and vice versa. Variation of information is a metric

(symmetric and obeys triangle inequality), and has a number of other desirable properties.

Table 3.1 presents the VI between the learned persona clusters and gold clusters, for

varying numbers of personas (P = {25, 50, 100}) and topics (K = {25, 50, 100}). To deter-

mine significance with respect to a random baseline, we conduct a permutation test (Fisher,

1935; Pitman, 1937) in which we randomly shuffle the labels of the learned persona clusters

and count the number of times in 1,000 such trials that the VI of the observed persona labels

is lower than the VI of the permuted labels; this defines a nonparametric p-value. All results

presented are significant at p < 0.001 (i.e. observed VI is never higher than the simulation

VI).

Over all tests in comparison to both gold clusterings, we see VI improve as both P and,

to a lesser extent, K increase. While this may be expected as the number of personas increase

to match the number of distinct types in the gold clusters (970 and 72, respectively), the fact

that VI improves as the number of latent topics increases suggests that more fine-grained
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Character Names §3.5.1
K Model P = 25 P = 50 P = 100

25 Persona regression 62.8 (↑41%) 59.5 (↑40%) 53.7 (↑33%)
Dirichlet persona 54.7 (↑27%) 50.5 (↑26%) 45.4 (↑17%)

50 Persona regression 63.1 (↑42%) 59.8 (↑42%) 53.6 (↑34%)
Dirichlet persona 57.2 (↑34%) 49.0 (↑23%) 44.7 (↑16%)

100 Persona regression 63.1 (↑42%) 57.7 (↑39%) 53.0 (↑34%)
Dirichlet persona 55.3 (↑30%) 49.5 (↑24%) 45.2 (↑18%)

TV Tropes §3.5.2
K Model P = 25 P = 50 P = 100

25 Persona regression 42.3 (↑31%) 38.5 (↑24%) 33.1 (↑25%)
Dirichlet persona 39.5 (↑20%) 31.7 (↑28%) 25.1 (↑21%)

50 Persona regression 42.9 (↑30%) 39.1 (↑33%) 31.3 (↑20%)
Dirichlet persona 39.7 (↑30%) 31.5 (↑32%) 24.6 (↑22%)

100 Persona regression 43.5 (↑33%) 32.1 (↑28%) 26.5 (↑22%)
Dirichlet persona 39.7 (↑34%) 29.9 (↑24%) 23.6 (↑19%)

Table 3.2: Purity scores of recovering gold clusters. Higher values are better. Each absolute purity
score is paired with its improvement over a controlled baseline of permuting the learned labels while
keeping the cluster proportions the same.

topics are helpful for capturing nuanced character types.8

The difference between the persona regression model and the Dirichlet persona model

here is not significant; while VI allows us to compare models with different numbers of

latent clusters, its requirement that clusterings be mutually informative places a high over-

head on models that are fundamentally unidirectional (in Table 3.1, for example, the room

for improvement between two models of the same P and K is naturally smaller than the big-

ger difference between different P or K). While we would naturally prefer a text-only model

to be as expressive as a model that requires potentially hard to acquire metadata, we tease

apart whether a distinction actually does exist by evaluating the purity of the gold clusters

with respect to the labels assigned them.

3.5.4 Purity

For gold clusters G = {g1 . . . gk} and inferred clusters C = {c1 . . . cj} we calculate purity

as:

Purity =
1
N ∑

k
max

j
|gk ∩ cj| (3.4)

8This trend is robust to the choice of cluster metric: here VI and F-score have a correlation of −0.87; as more
latent topics and personas are added, clustering improves (causing the F-score to go up and the VI distance to
go down).
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While purity cannot be used to compare models of different persona size P, it can help us

distinguish between models of the same size. A model can attain perfect purity, however,

by placing all characters into a single cluster; to control for this, we present a controlled

baseline in which each character is assigned a latent character type label proportional to the

size of the latent clusters we have learned (so that, for example, if one latent persona cluster

contains 3.2% of the total characters, the probability of selecting that persona at random is

3.2%). Table 3.2 presents each model’s absolute purity score paired with its improvement

over its controlled permutation (e.g., ↑41%).

Within each fixed-size partition, the use of metadata yields a substantial improvement

over the Dirichlet model, both in terms of absolute purity and in its relative improvement

over its sized-controlled baseline. In practice, we find that while the Dirichlet model distin-

guishes between character personas in different movies, the persona regression model helps

distinguish between different personas within the same movie.

3.6 Exploratory Data Analysis

As with other generative approaches, latent persona models enable exploratory data

analysis. To illustrate this, we present results from the persona regression model learned

above, with 50 latent lexical classes and 100 latent personas. Figure 3.3 visualizes this data

by focusing on a single movie, The Dark Knight (2008); the movie’s protagonist, Batman,

belongs to the same latent persona as Detective Jim Gordon, as well as other action movie

protagonists Jason Bourne and Tony Stark (Iron Man). The movie’s antagonist, The Joker,

belongs to the same latent persona as Dracula from Van Helsing and Colin Sullivan from The

Departed, illustrating the ability of personas to be informed by, but still cut across, different

genres. Table 3.3 (at the end of this chapter) presents an exhaustive list of all 50 topics,

along with an assigned label that consists of the single word with the highest PMI for that

class. Of note are topics relating to romance (unite, marry, woo, elope, court), commercial

transactions (purchase, sign, sell, owe, buy), and the classic criminal schema from Chambers

(2011) (sentence, arrest, assign, convict, promote).

Table 3.4 presents the most frequent 14 personas in our dataset, illustrated with char-

acters from the 500 highest grossing movies. The personas learned are each three separate

mixtures of the 50 latent topics (one for agent relations, one for patient relations, and one for

attributes), as illustrated in figure 3.1 above. Rather than presenting a 3× 50 histogram for

each persona, we illustrate them by listing the most characteristic topics, movie characters,

and metadata features associated with it. Characteristic actions and features are defined

as those having the highest smoothed pointwise mutual information with that class; exem-
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Batman

Jim 
Gordon

dark, major, henchman
shoot, aim, overpower
sentence, arrest, assign

Tony 
Stark

Jason 
Bourne

The 
Joker

shoot, aim, overpower
testify, rebuff, confess
hatch, vow, undergo

Van Helsing

Colin 
Sullivan

Dracula

The Departed

The Dark 
Knight

Iron Man

The Bourne 
Identity

approve, die, suffer
relent, refuse, agree
inherit live imagine

Jack 
Dawson Rachel

Titanic

Figure 3.3: Dramatis personae of The Dark Knight (2008), illustrating 3 of the 100 character types
learned by the persona regression model, along with links from other characters in those latent
classes to other movies. Each character type is listed with the top three latent topics with which
it is associated.

plary characters are those with the highest posterior probability of being drawn from that

class. Among the personas learned are canonical male action heroes (exemplified by the pro-

tagonists of The Bourne Supremacy, Speed, and Taken), superheroes (Hulk, Batman and Robin,

Hector of Troy) and several romantic comedy types, largely characterized by words drawn

from the FLIRT topic, including flirt, reconcile, date, dance and forgive.

3.7 Conclusion and Future Work

This chapter introduces a method for automatically inferring latent character personas

from text (and metadata, when available). In leveraging the statistical regularities in the

actions and attributes with which characters are described in plot summaries, we are able

to learn a set of coherent types through which those regularities can be explained. While

the goal of this work has been to induce a set of latent character classes and partition all

characters among them, there are several interesting questions that remain as directions for

future work. One is in looking at how a specific character’s actions may informatively be

at odds with their inferred persona, given the choice of that persona as the single best fit

to explain the actions we observe. By examining how any individual character deviates

from the behavior indicative of their type, we might be able to paint a more nuanced pic-

ture of how a character can embody a specific persona while resisting it at the same time.

Second, this work makes several strong modeling assumptions: we assign a single persona
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to a character that is valid throughout the entirety of a movie; a more realistic assumption

may see personas as temporary masks that can be taken on and off, and a single charac-

ter may transition through multiple roles (and there may be correlations that exist between

those personas, and common pathways through them). Another modeling assumption we

make in this work is that movies have multinomial distributions over latent character types,

which allows multiple characters to embody the same persona; it may be more realistic to

model personas through other distributions that strongly disprefer multiple HEROS, for in-

stance. Rather than having personas drawn from a flat multinomial—where each persona

is independent of each other—we may want to infer a hierarchy of personas, such as a sin-

gle top-level PROTAGONIST class from which other, more fine-grained types inherit. Third,

while we have adopted a people-centric perspective here in privileging individuals as an

organizing principle for data, we only consider individuals in isolation from each other; a

more realistic assumption here may see personas as partly defined by dyadic (or higher-

order) relations among pairs (or sets) of people—so that a VILLAIN, for example, is only a

seen as such through the lens of a PROTAGONIST. Fourth, while the testbed for this work

is film, the textual data we draw on comes from a stylistically homogenous corpus (sum-

maries of plots written on Wikipedia), where we can reasonably attribute the variation we

see to latent factors other than individual stylistic variation; how we can extend this model

to corpora that are stylistically heterogenous is the subject of the next chapter.
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Freq Actions Characters Features
0.109 DARKm, SHOOTa,

SHOOTp

Jason Bourne (The Bourne Supremacy), Jack
Traven (Speed), Jean-Claude (Taken)

Action, Male,
War film

0.079 CAPTUREp,
INFILTRATEa, FLEEa

Aang (The Last Airbender), Carly (Transformers:
Dark of the Moon), Susan Murphy/Ginormica
(Monsters vs. Aliens)

Female, Action,
Adventure

0.067 DEFEATa, DEFEATp,
INFILTRATEa

Glenn Talbot (Hulk), Batman (Batman and Robin),
Hector (Troy)

Action,
Animation,
Adventure

0.060 COMMANDa,
DEFEATp, CAPTUREp

Zoe Neville (I Am Legend), Ursula (The Little
Mermaid), Joker (Batman)

Action,
Adventure,
Male

0.046 INFILTRATEa,
EXPLOREa, EMBARKa

Peter Parker (Spider-Man 3), Ethan Hunt
(Mission: Impossible), Jason Bourne (The Bourne
Ultimatum)

Male, Action,
Age 34-36

0.036 FLIRTa, FLIRTp,
TESTIFYa

Mark Darcy (Bridget Jones: The Edge of Reason),
Jerry Maguire (Jerry Maguire), Donna (Mamma
Mia!)

Female,
Romance Film,
Comedy

0.033 EMBARKa,
INFILTRATEa,
INVADEa

Perseus (Wrath of the Titans), Maximus Decimus
Meridius (Gladiator), Julius (Twins)

Male, Chinese
Movies, Spy

0.027 CONGRATULATEa,
CONGRATULATEp,
SWITCHa

Professor Albus Dumbledore (Harry Potter and
the Philosopher’s Stone), Magic Mirror (Shrek),
Josephine Anwhistle (Lemony Snicket’s A Series of
Unfortunate Events)

Age 58+,
Family Film,
Age 51-57

0.025 SWITCHa, SWITCHp,
MANIPULATEa

Clarice Starling (The Silence of the Lambs),
Hannibal Lecter (The Silence of the Lambs),
Colonel Bagley (The Last Samurai)

Age 58+, Male,
Age 45-50

0.022 REPLYa, TALKp,
FLIRTp

Graham (The Holiday), Abby Richter (The Ugly
Truth), Anna Scott (Notting Hill)

Female,
Comedy,
Romance Film

0.020 EXPLOREa, EMBARKa,
CAPTUREp

Harry Potter (Harry Potter and the Philosopher’s
Stone), Harry Potter (Harry Potter and the
Chamber of Secrets), Captain Leo Davidson
(Planet of the Apes)

Adventure,
Family Film,
Horror

0.018 FAIRYm, COMMANDa,
CAPTUREp

Captain Jack Sparrow (Pirates of the Caribbean:
At World’s End), Shrek (Shrek), Shrek (Shrek
Forever After)

Action, Family
Film,
Animation

0.018 DECAPITATEa,
DECAPITATEp, RIPa

Jericho Cane (End of Days), Martin Riggs (Lethal
Weapon 2), Gabriel Van Helsing (Van Helsing)

Horror, Slasher,
Teen

0.017 APPLYa, EXPELp,
PURCHASEp

Oscar (Shark Tale), Elizabeth Halsey (Bad
Teacher), Dre Parker (The Karate Kid)

Female, Teen,
Under Age 22

Table 3.4: Of 100 latent personas learned, we present the top 14 by frequency. Actions index the
latent topic classes presented in table 3.3; subscripts denote whether the character is predominantly
the agent (a), patient (p) or is modified by an attribute (m).



Chapter 4

Learning personas in books

Work described in this chapter was undertaken in collaboration with Ted Underwood and Noah

Smith, and published at ACL 2014 (Bamman et al., 2014d)

4.1 Introduction

In chapter 3, we learn a set of entity types for characters in movies based on statistical

regularities in the actions and attributes with which they are associated in Wikipedia plot

summaries. While Wikipedia is, of course, written by large community of contributors, it

presents an advantage of a relatively uniform, encyclopedic style governed by strict conven-

tions.1 This stylistic homogeneity can help learning—the variation we see in how a character

is described can, in part, reasonably be attributed to the latent entity they embody and not

to simple variation in word choice, for example, among the authors.

As we generalize this people-centric technique to a broader set of domains, one addi-

tional complexity automatically crops up: in stylistically heterogeneous corpora, in which

individual authors have their own unique styles that are often very different from each other,

how can we learn statistical regularities in the entity types of characters in the presence of

that overwhelming stylistic variation? Furthermore, would we want to?

In the work presented in chapter 3, the text we observe associated with an entity in a

document is directly dependent on the class of entity—and only that class. This relation-

ship between entity and text is a theoretical assumption, with important consequences for

learning: entity types learned in this way will be increasingly similar the more similar the

domain, author, and other extra-linguistic effects are between them. Many entities in Early

Modern English texts, for example, may be judged to be more similar to each other than to

1http://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style.

33
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entities from later texts simply by virtue of using hath and other archaic verb forms. While

in many cases the topically similar types learned under this assumption may be desirable,

in this chapter we explore the alternative, in which entity types are learned in a way that

controls for such effects. In introducing a model based on different assumptions, we pro-

vide a method that complements the persona model introduced in chapter 3 and provides

researchers with more flexible tools to infer different kinds of character types.

In this chapter, we focus on the literary domain, exploring a large collection of 15,099

English novels published in the 18th and 19th centuries and significantly expanding on the

models presented in chapter 3. By accounting for the influence of individual authors while

inferring latent character types, we are able to learn personas that cut across different au-

thors more effectively than if we learned types conditioned on the text alone. Modeling the

language used to describe a character as the joint result of that character’s latent type and of

other formal variables allows us to test multiple models of character and assess their value

for different interpretive problems. As a test case, we focus on separating character from

authorial diction, but this approach can readily be generalized to produce models that pro-

visionally distinguish character from other factors (such as period, genre, or point of view)

as well.

4.2 Literary Background

Inferring character in novels is challenging from a literary perspective partly because

scholars have not reached consensus about the meaning of the term. It may seem obvious

that a “character” is a representation of a (real or imagined) person, and many humanists

do use the term that way. But there is an equally strong critical tradition that treats char-

acter as a formal dimension of narrative. To describe a character as a “blocking figure” or

“first-person narrator,” for instance, is a statement less about the attributes of an imagined

person than about a narrative function (Keen, 2003). Characters are in one sense collections

of psychological or moral attributes, but in another sense “word-masses” (Forster, 1927).

This tension between “referential” and “formalist” models of character has been a centrally

“divisive question in . . . literary theory” (Woloch, 2003).

Considering primary source texts (as distinct from plot summaries) forces us to confront

new theoretical questions about character. In the Wikipedia plot summaries used in chapter

3, a human reader may already have used implicit models of character to extract high-level

features. To infer character types from raw narrative text, researchers need to explicitly

model the relationship of character to narrative form. This is not a solved problem, even for

human readers.



CHAPTER 4. LEARNING PERSONAS IN BOOKS 35

For instance, it has frequently been remarked that the characters of Charles Dickens

share certain similarities—including a reliance on tag phrases and recurring tics. A referen-

tial model of character might try to distinguish this common stylistic element from under-

lying “personalities.” A strictly formalist model might refuse to separate authorial diction

from character at all. In practice, human readers can adopt either perspective: we recognize

that characters have a “Dickensian” quality but also recognize that a Dickens villain is (in

one sense) more like villains in other authors than like a Dickensian philanthropist. Our

goal is to show that computational methods can support the same range of perspectives—

allowing a provisional, flexible separation between the referential and formal dimensions of

narrative.

4.3 Data

The dataset for this work consists of 15,099 distinct narratives drawn from HathiTrust

Digital Library.2 From an initial collection of 469,200 volumes written in English and pub-

lished between 1700 and 1899 (including poetry, drama, and nonfiction as well as prose

narrative), we extract 32,209 volumes of prose fiction, remove duplicates and fuse multi-

volume works to create the final dataset. Since the original texts were produced by scan-

ning and running OCR on physical books, we automatically correct common OCR errors

and trim front and back matter from the volumes using the page-level classifiers and HMM

of Underwood et al. (2013)

Many aspects of this process would be simpler if we used manually-corrected texts, such

as those drawn from Project Gutenberg. But we hope to produce research that has histor-

ical as well as computational significance, and doing so depends on the provenance of a

collection. Gutenberg’s decentralized selection process tends to produce exceptionally good

coverage of currently-popular genres like science fiction, whereas HathiTrust aggregates

university libraries. Library collections are not guaranteed to represent the past perfectly,

but they are larger, and less strongly shaped by contemporary preferences.

The goal of this work is to provide a method to infer a set of character types in an unsu-

pervised fashion from the data. As in chapter 3, we define this target, a character persona, as

a distribution over several categories of typed dependency relations:3

1. agent: the actions of which a character is the agent (i.e., verbs for which the character

holds an nsubj or agent relation).

2http://www.hathitrust.org
3All categories are described using the Stanford typed dependencies (de Marneffe and Manning, 2008), but

any syntactic formalism is equally applicable.
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2. patient: the actions of which a character is the patient (i.e., verbs for which the character

holds a dobj or nsubjpass relation).

3. possessive: the objects that a character possesses (i.e., all words for which the character

holds a poss relation).

4. predicative: attributes predicated of a character (i.e., adjectives or nouns holding an

nsubj relation to the character, with an inflection of be as a child).

This set captures the constellation of what a character does and has done to them, what

they possess, and what they are described as being.

While the work described in chapter 3 uses the Stanford CoreNLP toolkit to identify

characters and extract typed dependencies for them, we found this approach to be too slow

for the scale of our data (a total of 1.8 billion tokens); in particular, syntactic parsing, with

cubic complexity in sentence length, and out-of-the-box coreference resolution (with thou-

sands of potential antecedents) prove to be the biggest bottlenecks.

Before addressing character inference, we present here a prerequisite NLP pipeline that

scales well to book-length documents.4 This pipeline uses the Stanford POS tagger (Toutanova

et al., 2003), the linear-time MaltParser (Nivre et al., 2007a) for dependency parsing (trained

on Stanford typed dependencies), and the Stanford named entity recognizer (Finkel et al.,

2005). It includes the following components for clustering character name mentions, resolv-

ing pronominal coreference, and reducing vocabulary dimensionality.

4.3.1 Character Clustering

First, let us terminologically distinguish between a character mention in a text (e.g., the

token Tom on page 141 of The Adventures of Tom Sawyer) and a character entity (e.g., TOM

SAWYER the character, to which that token refers). To resolve the former to the latter, we

largely follow Davis et al. (2003) and Elson et al. (2010): we define a set of initial characters

corresponding to each unique character name that is not a subset of another (e.g., Mr. Tom

Sawyer) and deterministically create a set of allowable variants for each one (Mr. Tom Sawyer

→ Tom, Sawyer, Tom Sawyer, Mr. Sawyer, and Mr. Tom); then, from the beginning of the book

to the end, we greedily assign each mention to the most recently linked entity for whom it is

a variant. The result constitutes our set of characters, with all mentions partitioned among

them.
4All code is available at http://www.ark.cs.cmu.edu/literaryCharacter
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4.3.2 Pronominal Coreference Resolution

While the character clustering stage is essentially performing proper noun coreference

resolution, approximately 74% of references to characters in books come in the form of pro-

nouns.5 To resolve this more difficult class at the scale of an entire book, we train a log-linear

discriminative classifier only on the task of resolving pronominal anaphora (i.e., ignoring

generic noun phrases such as the paint or the rascal).

For this task, we annotated a set of 832 coreference links in 3 books (Pride and Prejudice,

The Turn of the Screw, and Heart of Darkness) and featurized coreference/antecedent pairs

with:

1. The syntactic dependency path from a pronoun to its potential antecedent (e.g.,

dobj↑pred→↓pred↓nsubj (where→ denotes movement across sentence boundaries).

2. The salience of the antecedent character (defined as the count of that character’s named

mentions in the previous 500 words).

3. The antecedent part of speech.

4. Whether or not the pronoun and antecedent appear in the same quotation scope (false

if one appears in a quotation and one outside).

5. Whether or not the two agree for gender.

6. The syntactic tree distance between the two.

7. The linear (word) distance between the two.

With this featurization and training data, we train a binary logistic regression classifier with

`1 regularization (where negative examples are comprised of all character entities in the

previous 100 words not labeled as the true antecedent). In a 10-fold cross-validation on

predicting the true nearest antecedent for a pronominal anaphor, this method achieves an

average accuracy of 82.7%.

With this trained model, we then select the highest-scoring antecedent within 100 words

for each pronominal anaphor in our data.

5Over all 15,099 narratives, the average number of character proper name mentions is 1,673; the average
number of gendered singular pronouns (he, she, him, his, her) is 4,641.
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0

1

0

1
0

1
0111001110: hat coat cap cloak handkerchief

0111001111: pair boots shoes gloves leather

0111001100: dressed costume uniform clad clothed

0111001101: dress clothes wore worn wear
01110011 →

Figure 4.1: Bitstring representations of neural agglomerative clusters, illustrating the leaf nodes in
a binary tree rooted in the prefix 01110011. Bitstring encodings of intermediate nodes and termi-
nal leaves result by following the left (0) and right (1) branches of the merge tree created through
agglomerative clustering.

4.3.3 Dimensionality Reduction

To manage the degrees of freedom in the model described in §4.4, we perform dimen-

sionality reduction on the vocabulary by learning word embeddings with a log-linear con-

tinuous skip-gram language model (Mikolov et al., 2013) on the entire collection of 15,099

books. This method learns a low-dimensional real-valued vector representation of each

word to predict all of the words in a window around it; empirically, we find that with a

sufficient window size (we use n = 10), these word embeddings capture semantic simi-

larity (placing topically similar words near each other in vector space).6 We learn a 100-

dimensional embedding for each of the 512,344 words in our vocabulary.

To create a partition over the vocabulary, we use hard K-means clustering (with Eu-

clidean distance) to group the 512,344 word types into 1,000 clusters. We then agglomera-

tively cluster those 1,000 groups to assign bitstring representations to each one, forming a

balanced binary tree by only merging existing clusters at equal levels in the hierarchy. We

use Euclidean distance as a fundamental metric and a group-average similarity function for

calculating the distance between groups. Fig. 4.1 illustrates four of the 1,000 learned clusters.

4.4 Model

In order to separate out the effects that a character’s persona has on the words that are

associated with them (as opposed to other factors, such as time period, genre, or author),

we adopt a hierarchical Bayesian approach in which the words we observe are generated

conditional on a combination of different effects captured in a log-linear (or “maximum

entropy”) distribution. As noted in the Methods section above (§2.3), this parameterization

of a language model that conditions on external metadata is a theme throughout this thesis.

6In comparison, Brown et al. (1992) clusters learned from the same data capture syntactic similarity (placing
functionally similar words in the same cluster).
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In contrast to chapter 3, where the probability of a word linked to a character is depen-

dent entirely on the character’s latent persona, in our model, we see the probability of a

word as dependent on: (i) the background likelihood of the word, (ii) the author, so that a

word becomes more probable if a particular author tends to use it more, and (iii) the char-

acter’s persona, so that a word is more probable if appearing with a particular persona.

Intuitively, if the author Jane Austen is associated with a high weight for the word man-

ners, and all personas have little effect for this word, then manners will have little impact

on deciding which persona a particular Austen character embodies, since its presence is ex-

plained largely by Austen having penned the word. While we address only the author as

an observed effect, this model is easily extended to other features as well, including period,

genre, point of view, and others.

The generative story runs as follows (Figure 4.2 depicts the full graphical model): Let

there be M unique authors in the data, P latent personas (a hyperparameter to be set), and

V words in the vocabulary (in the general setting these may be word types; in our data

the vocabulary is the set of 1,000 unique cluster IDs). Each role type r ∈ {agent, patient,

possessive, predicative} and vocabulary word v (here, a cluster ID) is associated with a real-

valued vector βr,v = [βmeta
r,v , β

pers
r,v , β0

r,v] of length M + P + 1. The first M + P elements are

drawn from a Laplace prior with mean µ = 0 and scale λ = 1; the last element β0
r,v is

an unregularized bias term accounting for the background. Each element in this vector

captures the log-additive effect of each author, persona, and the background distribution on

the word’s probability (Eq. 4.1, below).

Much like latent Dirichlet allocation (Blei et al., 2003), each document d in our dataset

draws a multinomial distribution θd over personas from a shared Dirichlet prior α, which

captures the proportion of each character type in that particular document. Every character

c in the document draws its persona p from this document-specific multinomial. Given

document metadata m (here, one of a set of M authors) and persona p, each tuple of a role r

with word w is assumed to be drawn from Eq. 4.1 in Fig. 4.3. This model can be understood

as a sparse additive generative (SAGE) model (Eisenstein et al., 2011a) with three kinds of

features (metadata, persona, and background bias).

4.4.1 Hierarchical Softmax

The partition function in Eq. 4.1 can lead to slow inference for any reasonably-sized

vocabulary. To address this, we reparameterize the model by exploiting the structure of the

agglomerative clustering in §4.3.3 to perform a hierarchical softmax, following Goodman

(2001), Morin and Bengio (2005) and Mikolov et al. (2013).
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θ

α

p

w

r

mβ

µ

λ

W

C

D

P Number of personas (hyperparameter)
D Number of documents
Cd Number of characters in document d

Wd,c Number of (cluster, role) tuples for character c
md Metadata for document d (ranges over M authors)
θd Document d’s distribution over personas
pd,c Character c’s persona (integer, p ∈ {1, . . . , P})

j An index for a 〈r, w〉 tuple in the data
wj Word cluster ID for tuple j (integer, w ∈ {1, . . . , V})
rj Role for tuple j ∈ {agent, patient, mod, poss}
β Coefficients for the log-linear language model

µ, λ Laplace mean and scale (for regularizing β)
α Dirichlet concentration hyperparameter

Figure 4.2: Top: Probabilistic graphical model. Observed variables are shaded, latent variables are
clear, and collapsed variables are dotted. Bottom: Definition of variables.

The bitstring representations by which we encode each word in the vocabulary serve

as natural, and inherently meaningful, intermediate classes that correspond to semantically

related subsets of the vocabulary, with each bitstring prefix denoting one such class. Longer

bitstrings correspond to more fine-grained classes. In the example shown in Figure 4.1,

011100111 is one such intermediate class, containing the union of pair, boots, shoes, gloves
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P(w | m, p, r, β) =
exp

(
βmeta

r,w [m] + β
pers
r,w [p] + β0

r,w
)

∑V
v=1 exp

(
βmeta

r,v [m] + β
pers
r,v [p] + β0

r,v
) (4.1)

P(b | m, p, r, β) =
n−1

∏
j=0

 logit−1
(

βmeta
r,b1:j

[m] + β
pers
r,b1:j

[p] + β0
r,b1:j

)
if bj+1 = 1

1− logit−1
(

βmeta
r,b1:j

[m] + β
pers
r,b1:j

[p] + β0
r,b1:j

)
otherwise

(4.2)

Figure 4.3: Parameterizations of the SAGE word distribution. Eq. 4.1 is a “flat” multinomial logistic
regression with one β-vector per role and word. Eq. 4.2 uses the hierarchical softmax formulation,
with one β-vector per role and node in the binary tree of word clusters, giving a distribution over bit
strings (b) with the same number of parameters as Eq. 4.1.

leather and hat, coat, cap cloak, handkerchief. Because these classes recursively partition the

vocabulary, they offer a convenient way to reparameterize the model through the chain rule

of probability.

Consider, for example, a word represented as the bitstring c = 01011; calculating P(c =

01011)—we suppress conditioning variables for clarity—involves the product: P(c1 = 0)×
P(c2 = 1 | c1 = 0)× P(c3 = 0 | c1:2 = 01)× P(c4 = 1 | c1:3 = 010)× P(c5 = 1 | c1:4 =

0101).

Since each multiplicand involves a binary prediction, we can avoid partition functions

and use the classic binary logistic regression.7 We have converted the V-way multiclass

logistic regression problem of Eq. 4.1 into a sequence of log V evaluations (assuming a per-

fectly balanced tree). Given m, p, and r (as above) we let b = b1b2 · · · bn denote the bitstring

representation of a word cluster, and the distribution is given by Eq. 4.2 in Fig. 4.3.

In this paramaterization, rather than one β-vector for each role and vocabulary term,

we have one β-vector for each role and conditional binary decision in the tree (each bit-

string prefix). Since the tree is binary with V leaves, this yields the same total number of

parameters. As Goodman (2001) points out, while this reparameterization is exact for true

probabilities, it remains an approximation for estimated models (with generalization be-

havior dependent on how well the class hierarchy is supported by the data). In addition to

enabling faster inference, one advantage of the bitstring representation and the hierarchical

softmax parameterization is that we can easily calculate probabilities of clusters at different

granularities.

7Recall that logistic regression lets PLR(y = 1 | x, β) = logit−1(x>β) = 1/(1 + exp−x>β) for binary depen-
dent variable y, independent variables x, and coefficients β.
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4.4.2 Inference

Our primary quantities of interest in this model are p (the personas for each character)

and β, the effects that each author and persona have on the probability of a word. Rather

than adopting a fully Bayesian approach (e.g., sampling all variables), we infer these values

using stochastic EM, alternating between collapsed Gibbs sampling for each p and maxi-

mizing with respect to β.

Collapsed Gibbs for personas. At each step, the required quantity is the probability that

character c in document d has persona z, given everything else. This is proportional to the

number of other characters in document d who also (currently) have that persona (plus the

Dirichlet hyperparameter which acts as a smoother) times the probability (under pd,c = z)

of all of the words observed in each role r for that character:

(count(z; pd,−c) + αz)×
R

∏
r=1

∏
j:rj=r

P(bj | m, p, r, β) (4.3)

The metadata features (like author, etc.) influence this probability by being constant for all

choices of z; e.g., if the coefficient learned for Austen for vocabulary term manners is high

and all coefficients for all z are close to zero, then the probability of manners will change lit-

tle under different choices of z. Eq. 4.3 contains one multiplicand for every word associated

with a character, and only one term reflecting the influence of the shared document multi-

nomial. The implication is that, for major characters with many observed words, the words

will dominate the choice of persona; where the document influence would have a bigger

effect is with characters for whom we don’t have much data. In that case, it can act as a kind

of informed background; given what little data we have for that character, it would nudge

us toward the character types that the other characters in the book embody.

Given an assignment of all p, we choose β to maximize the conditional log-likelihood

of the words, as represented by their bitstring cluster IDs, given the observed author and

background effects and the sampled personas. This equates to solving 4V `1-regularized

logistic regressions (see Eq. 4.2 in Figure 4.3), one for each role type and bitstring prefix,

each with M + P + 1 parameters. We apply OWL-QN (Andrew and Gao, 2007) to minimize

the `1-regularized objective with an absolute convergence threshold of 10−5.

4.5 Evaluation

While standard NLP and machine learning practice is to evaluate the performance of an

algorithm on a held-out gold standard, articulating what a true “persona” might be for a
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character is inherently problematic. Rather, we evaluate the performance and output of our

model by preregistering a set of 29 hypotheses of varying scope and difficulty and compar-

ing the performance of different models in either confirming, or failing to confirm, those

hypotheses. This kind of evaluation was previously applied to a subjective text measure-

ment problem by Sim et al. (2013).

All hypotheses were created by a literary scholar with specialization in the period to not

only give an empirical measure of the strengths and weaknesses of different models, but

also to help explore exactly what the different models may, or may not, be learning. All

preregistered hypotheses establish the degrees of similarity among three characters, taking

the form: “character X is more similar to character Y than either X or Y is to a distractor

character Z”; for a given model and definition of distance under that model, each hypothesis

yields two yes/no decisions that we can evaluate:

• distance(X, Y) < distance(X, Z)

• distance(X, Y) < distance(Y, Z)

To tease apart the different kinds of similarities we hope to explore, we divide the hypothe-

ses into four classes:

A. This class constitutes sanity checks: character X and Y are more similar to each other

in every way than to character Z. E.g.: Elizabeth Bennet in Pride and Prejudice resem-

bles Elinor Dashwood in Sense and Sensibility (Jane Austen) more than either character

resembles Allen Quatermain in Allen Quatermain (H. Rider Haggard). (Austenian pro-

tagonists should resemble each other more than they resemble a grizzled hunter.)

B. This class captures our ability to identify two characters in the same author as being

more similar to each other than to a closely related character in a different author.

E.g.: Wickham in Pride and Prejudice resembles Willoughby in Sense and Sensibility (Jane

Austen) more than either character resembles Mr. Rochester in Jane Eyre (Charlotte

Brontë).

C. This class captures our ability to discriminate among similar characters in the same

author. In these hypotheses, two characters X and Y from the same author are more

similar to each other than to a third character Z from that same author. E.g.: Wickham

in Pride and Prejudice (Jane Austen) resembles Willoughby in Sense and Sensibility more

than either character resembles Mr. Darcy in Pride and Prejudice.
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D. This class constitutes more difficult, exploratory hypotheses, including differences

among point of view. E.g.: Montoni in Mysteries of Udolpho (Radcliffe) resembles

Heathcliff in Wuthering Heights (Emily Brontë) more than either resembles Mr. Ben-

net in Pride and Prejudice. (Testing our model’s ability to discern similarities in spite of

elapsed time.)

All 29 hypotheses can be found in Bamman et al. (2014c). We emphasize that the full set of

hypotheses was locked before the model was estimated.

4.6 Experiments

Part of the motivation of the model presented here is to be able to tackle hypothesis

class C—by factoring out the influence of a particular author on the learning of personas,

we would like to be able to discriminate between characters that all have a common au-

thorial voice. In contrast, the Persona Regression model of chapter 3, which uses metadata

variables (like authorship) to encourage entities with similar covariates to have similar per-

sonas, reflects an assumption that makes it likely to perform well at class B.

To judge their respective strengths on different hypothesis classes, we evaluate three

models:

1. The mixed-effects Author/Persona model (described above), which includes author in-

formation as a metadata effect; here, each β-vector (of length M + P + 1) contains a

parameter for each of the distinct authors in our data, a parameter for each persona,

and a background parameter.

2. A Basic persona model, which ablates author information but retains the same log-

linear architecture; here, the β-vector is of size P+ 1 and does not model author effects.

3. The Persona Regression model introduced in chapter 3.

All models are run with P ∈ {10, 25, 50, 100, 250} personas; Persona Regression additionally

uses K = 25 latent topics. All configurations use the full dataset of 15,099 novels, and all

characters with at least 25 total roles (a total of 257,298 entities). All experiments are run

for a total of 50 iterations, alternating between sampling personas p and maximizing β.

The value of α is optimized using slice sampling (with a non-informative prior) every 5

iterations. The value of λ is held constant at 1. At the end of inference, we calculate the

posterior distributions over personas for all characters as the sampling probability of the

final iteration.
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To formally evaluate “similarity” between two characters, we measure the Jensen-Shannon

divergence between personas (calculated as the average JS distance over the cluster distri-

butions for each role type), marginalizing over the characters’ posterior distributions over

personas; two characters with a lower JS divergence are judged to be more similar than two

characters with a higher one.

As a Baseline, we also evaluate all hypotheses on a model with no latent variables what-

soever, which instead measures similarity as the average JS divergence between the empiri-

cal word distributions over each role type.

Table 4.1 presents the results of this comparison; for all models with latent variables, we

report the average of 5 sampling runs with different random initializations. Figure 4.4 (be-

low it) provides a synopsis of this table by illustrating the average accuracy across all choice

of P. All models, including the baseline, perform well on the sanity checks (A). As expected,

the Persona Regression model performs best at hypothesis class B (correctly judging two

characters from the same author to be more similar to each other than to a character from

a different author); this behavior is encouraged in this model by allowing an author (as an

external metadata variable) to directly influence the persona choice, which has the effect of

pushing characters from the same author to embody the same character type. Our mixed

effects Author/Persona model, in contrast, outperforms the other models at hypothesis class

C (correctly discriminating different character types present in the same author). By dis-

counting author-specific lexical effects during persona inference, we are better able to detect

variation among the characters of a single author that we are not able to capture otherwise.

While these different models complement each other in this manner, we note that there is

no absolute separation among them, which may be suggestive of the degree to which the

formal and referential dimensions are fused in novels. Nevertheless, the strengths of these

different models on these different hypothesis classes gives us flexible alternatives to use

depending on the kinds of character types we are looking to infer.

4.7 Analysis

The latent personas inferred from this model will support further exploratory analysis

of literary history. Table 4.2 illustrates this with a selection of three character types learned,

displaying characteristic clusters for all role types, along with the distribution of that per-

sona’s use across time and the gender distribution of characters embodying that persona.

In general, the personas learned so far do not align neatly with character types known to

literary historians. But they do have legible associations both with literary genres and with

social categories. Even though gender is not an observable variable known to the model
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P Model
Hypothesis Class

A B C D

250
Author/Persona 1.00 0.58 0.75 0.42
Basic Persona 1.00 0.73 0.58 0.53
Persona Reg. 0.90 0.70 0.58 0.44

100
Author/Persona 0.98 0.68 0.70 0.46
Basic Persona 0.95 0.73 0.53 0.47
Persona Reg. 0.93 0.78 0.63 0.49

50
Author/Persona 0.95 0.73 0.63 0.50
Basic Persona 0.98 0.75 0.48 0.53
Persona Reg. 1.00 0.75 0.65 0.38

25
Author/Persona 1.00 0.63 0.65 0.50
Basic Persona 1.00 0.63 0.50 0.50
Persona Reg. 0.90 0.78 0.60 0.39

10
Author/Persona 0.95 0.63 0.70 0.51
Basic Persona 0.78 0.80 0.48 0.46
Persona Reg. 0.90 0.73 0.43 0.41
Baseline 1.00 0.63 0.58 0.37

Table 4.1: Agreement rates with preregistered hypotheses, averaged over 5 sampling runs with dif-
ferent initializations.
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Figure 4.4: Synopsis of table 4.1: average accuracy across all P. Persona regression is best able to
judge characters in one author to be more similar to each other than to characters in another (B),
while our mixed-effects Author/Persona model outperforms other models at discriminating characters
in the same author (C).

during inference, personas tend to be clearly gendered. This is not in itself surprising (since



CHAPTER 4. LEARNING PERSONAS IN BOOKS 47

1800 1820 1840 1860 1880 1900 1800 1820 1840 1860 1880 1900 1800 1820 1840 1860 1880 1900

Agent
carried ran threw sent received arrived turns begins returns
rose fell suddenly appeared struck showed thinks loves calls
is seems returned immediately waiting does knows comes

Patient
wounded killed murdered wounded killed murdered thinks loves calls
suffer yield acknowledge destroy bind crush love hope true
free saved unknown attend haste proceed turn hold show

Poss
death happiness future army officers troops lips cheek brow
lips cheek brow soldiers band armed eyes face eye
mouth fingers tongue party join camp table bed chair

Pred
crime guilty murder king emperor throne beautiful fair fine
youth lover hers general officer guard good kind ill
dead living died soldier knight hero dead living died

% Female 12.2 3.7 54.7

Table 4.2: Snapshots of three personas learned from the P = 50, Author/Persona model. Gender and
time proportions are calculated by summing and normalizing the posterior distributions over all
characters with that feature. We truncate time series at 1800 due to data sparsity before that date; the
y-axis illustrates the frequency of its use in a given year, relative to its lifetime.

literary scholars know that assumptions about character are strongly gendered), but it does

suggest that diachronic analysis of latent character types might cast new light on the history

of gender in fiction. This is especially true since the distribution of personas across the time

axis similarly reveals coherent trends.

Table 4.3 likewise illustrates what our model learns by presenting a sample of the fixed

effects learned for a set of five major 19th-century authors. These are clusters that are con-

ditionally more likely to appear associated with a character in a work by the given author

than they are in the overall data; by factoring this information out of the inference process

for learning character types (by attributing its presence in a text to the author rather than

the persona), we are able to learn personas that cut across different topics more effectively

than if a character type is responsible for explaining the presence of these terms as well.

4.8 Conclusion

This chapter extends the latent persona models introduced in chapter 3 to support infer-

ence over a wider range of entity types, including those that can be learned in the presence

of stylistic heterogeneity. Postulating an interaction between authorial diction and charac-

ter allows models that consider the effect of the author to more closely reproduce a human
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Author clusters

Jane Austen
praise gift consolation
letter read write
character natural taste

Charlotte Brontë
lips cheek brow
book paper books
hat coat cap

Charles Dickens
hat coat cap
table bed chair
hand head hands

Herman Melville
boat ship board
hat coat cap
feet ground foot

Jules Verne
journey travel voyage
master company presence
success plan progress

Table 4.3: Characteristic possessive clusters in a sample of major 19th-century authors.

reader’s judgments, especially by learning to distinguish different character types within a

single author’s oeuvre. This opens the door to considering other structural and formal di-

mensions of narration. For instance, representation of character is notoriously complicated

by narrative point of view (Booth, 1961); and indeed, comparisons between first-person

narrators and other characters are a primary source of error for all models tested above.

The strategy we have demonstrated suggests that it might be productive to address this by

modeling the interaction of character and point of view as a separate effect analogous to

authorship.

Like the models presented in chapter 3, the models tested above diverge from many

structuralist theories of narrative (Propp, 1968) by allowing multiple instances of the same

persona in a single work. As suggested in chapter 3, one way of addressing these structural

constraints is to incorporate them into the model (e.g., by replacing a work’s multinomial

distribution over all entity types with a geometric distribution for each type). Another pos-

sibility is to empirically test those theories themselves, and learn structural limitations on

the number of “protagonists” likely to coexist in a single story. In all cases, the machinery

of hierarchical models gives us the flexibility to incorporate such effects at will, while also

being explicit about the theoretical assumptions that attend them.



Chapter 5

Learning events through people

Work described in this chapter was undertaken in collaboration with Noah Smith and published in

Transactions of the ACL (Bamman and Smith, 2014)

5.1 Introduction

The work described above sought to infer latent categories (or personas) of people as

having intrinsic value of their own for exploratory data analysis of fictional works, learning

those types through the variation in how fictional characters were described. In this chap-

ter, I consider a different utility of exploring how textual depictions of how people vary:

learning latent event classes.

As I highlight throughout this thesis, much of the text data that we interact with on an

everyday basis describes people in various degrees. For corpora that include historically deep

biographical information (such as Wikipedia, book-length biographies and autobiographies,

and even newspaper obituaries) this data includes the actors involved in particular histor-

ical events and the times and places in which they occur, and provides an abundance of

information on how the lives of those portrayed unfold. The life events described in these

texts often have natural structure: event classes exhibit correlations with each other (e.g.,

those who DIVORCE must have been MARRIED), can occur at roughly similar times in the

lives of different individuals (MARRIAGE is more likely to occur earlier in one’s life than

later), and can be bound to historical moments as well (FIGHTS IN WORLD WAR II peaks in

the early 1940s).

Social scientists have long been interested in the structure of these events in investigating

the role that individual agency and larger social forces play in shaping the course of an

individual’s life. Life stages marking “transitions to adulthood” (such as LEAVING SCHOOL,

49
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ENTERING THE WORKFORCE and MARRIAGE) have important correlates with demographic

variables (Modell et al., 1976; Hogan and Astone, 1986; Shanahan, 2000); and researchers

study the interactional effects that life events have on each other, such as the relationship

between divorce and pre-marital cohabitation (Lillard et al., 1995; Reinhold, 2010) or having

children (Lillard and Waite, 1993).

The data on which these studies draw, however, has largely been restricted to categorical

surveys and observational data; we present here a latent-variable model that exploits the

correlations of event descriptions in text to learn the structure of abstract events, grounded

in time, from text alone. While our model can be estimated on any set of texts where the

birth dates of a set of mentioned entities are known, we illustrate our method on a large-

scale dataset of 242,970 biographies extracted from Wikipedia.

This chapter makes two contributions: first, we present a general unsupervised model

for learning life event classes from biographical text, along with the structure that binds

them; second, in using this method to learn event classes from Wikipedia, we uncover ev-

idence of systematic bias in the presentation of male and female biographies (with biogra-

phies of women containing significantly disproportionate emphasis on the personal events

of marriage and divorce). In addition to these contributions, we also present a range of

other analyses that uncovering life events in text can make possible. This work illustrates

not simply the value of orienting statistical inference on people even when the quantities of

interest are, for example, events, but also the social insight that can be had in exploring the

interaction of people as both the content and the authors of text.

5.2 Data

The data for this analysis originates in the January 2, 2014 dump of English-language

Wikipedia.1 We extract biographies by identifying all articles with persondata metadata2

in which the DATE OF BIRTH field is known. This results in a set of 927,403 biographies.

For each biography, we perform part-of-speech tagging using the Stanford POS tagger

(Toutanova et al., 2003) and named entity recognition using the Stanford named entity rec-

ognizer (Finkel et al., 2005), cluster all mentions of co-referring proper names (Davis et al.,

2003; Elson et al., 2010) and resolve pronominal co-reference, aided by gender inference for

each entity as the gender corresponding to the maximum number of gendered pronouns

(i.e., he and she) mentioned in the article, as also used by Reagle and Rhue (2011). In a ran-

1http://dumps.wikimedia.org/enwiki/20140102/enwiki-20140102-pages-articles.xml.
bz2

2“Persondata is a special set of metadata that can and should be added to biographical articles only”
(http://en.wikipedia.org/wiki/Wikipedia:Persondata).
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dom test set of 500 articles, this method of gender inference is overwhelmingly accurate,

achieving 100% precision with 97.6% recall (12 articles had no pronominal mentions and so

gender is not assigned).

As further preprocessing, we identify multiword expressions in all texts as maximal se-

quences of adjective + noun part of speech tags (yielding, for example, New York, United

States, early life and high school), as first described in Justeson and Katz (1995). For each

biographical article, we then extract all sentences in which the subject of the article is men-

tioned along with a single date and retain only the terms in each sentence that are among

the most frequent 10,000 unigrams and multiword expressions in all documents, excluding

stopwords such as the and all numbers (including dates). An “event” is the bag of these

unigrams and multiword expressions extracted from one such sentence, along with a corre-

sponding timestamp measured as the difference between the observed date in the sentence

and the date of birth of the entity.

Table 5.1 illustrates the actual form of the data with a sample of extracted sentences

from the biography of Frank Lloyd Wright, along with the data as input to the model. In

the terminology of the model described below, each sentence constitutes one “event” in the

subject’s life.

Original sentence Data as input to model
Terms (w) Time (t)

He was admitted to the University of
Wisconsin–Madison as a special student
in 1886.

admitted university wisconsin madison
special student

19

Wright first traveled to Japan in 1905,
where he bought hundreds of prints.

wright first traveled japan bought hun-
dreds prints

38

After Wright’s return to the United States
in October 1910, Wright persuaded his
mother to buy land for him in Spring
Green, Wisconsin.

wright return united_states wright per-
suaded mother buy land spring green
wisconsin

43

This philosophy was best exemplified by
his design for Fallingwater (1935), which
has been called “the best all-time work of
American architecture”.

philosophy best design called best all-
time work american architecture

68

Already well known during his lifetime,
Wright was recognized in 1991 by the
American Institute of Architects as “ the
greatest American architect of all time.”

already well known lifetime wright
recognized american institute architects
greatest american architect time

124

Table 5.1: A sample of 5 of the 64 sentences (original and converted) that constitute the data for
Frank Lloyd Wright (born 1867). Each event is defined as one such temporally-scoped sentence.

For the final dataset we retain all biographies where the subject of the article is born after

the year 1800 and for which there exist at least 5 events (242,970 people). The complete data
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consists of 2,313,867 events across these 242,970 people.

5.3 Model

The quantities of interest that we want to learn from the data are: 1.) a broad set of

major life events recorded in Wikipedia biographies that people experience at similar stages

in their lives (such as BEING BORN, GRADUATING HIGH SCHOOL, SERVING IN THE ARMY,

GETTING MARRIED, and so on); 2.) correlations among those life events (e.g., knowing that

if an individual WINS A NOBEL PRIZE that they’re more likely to RECEIVE AN HONORARY

DOCTORATE); and 3.) an attribution of those classes of events to particular moments in a

specific individual’s life (e.g., John Nash RECEIVED AN HONORARY DOCTORATE in 1999).

People in this case will provide the scaffolding to learn these quantities by providing a fixed

point around which event classes can cluster.

We cast this problem as an unsupervised learning one; given no labeled instances, can

we infer these quantities from text alone? One possible alternative approach would be to

leverage the categorical information contained in Wikipedia biographies (or its derivatives,

such as Freebase; Google, 2014) as a form of supervision (e.g., George Washington is a mem-

ber of the categories Presidents of the United States and American cartographers, among others).

These manual categories, however, are often sporadically annotated and have a long tail

(with most categories appearing very few times); in learning event structure directly from

text, we avoid relying on categories’ accuracy and being constrained by a fixed ontology.

One advantage of an unsupervised approach is that we eliminate the need to define a pre-

determined set of event classes a priori, allowing application across a variety of different

domains and time periods, such as full-text books from the Internet Archive or Hathi Trust,

or historical works like the Oxford Dictionary of National Biography (Matthew and Harrison,

2004).

Figure 5.1a illustrates the graphical form of our hierarchical Bayesian model, which artic-

ulates the relationship between an entity’s set of events (where each event is an observation

defined as the bag of terms in text and the difference between the year it was recorded

as happening and the birth year), an abstract set of event classes, correlations among those

abstract classes, and the distribution of vocabulary terms that defines each one. To cap-

ture correlations among different classes, we place a logistic normal prior on each biogra-

phy’s distribution over event classes (Blei and Lafferty, 2006a, 2007; Mimno et al., 2008);

unlike a Dirichlet, a logistic normal is able to capture arbitrary correlations between ele-

ments through the structure of the covariance matrix of its underlying multivariate normal.

We take a Bayesian approach to estimating the mean µη and covariance Ση , drawing them
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Figure 5.1: Graphical form of the full model (described in §5.3) and models with ablations (described
in §5.4).
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from a conjugate Normal-Inverse Wishart prior.

The generative story for the model runs as follows: let K be the number of latent event

classes, P be the number of biographies, and Ep be the number of events in biography p.

• Draw event class means and covariances

µη ∈ RK, Ση ∈ RK×K ∼ Normal-Inverse Wishart(µ0, λ, Ψ, ν)

• For each event class i ∈ {1, . . . , K}:

- Draw event-term distribution φk ∼ Dir(γ)

• For each biography p:

- Draw ηp ∼ N(µη , Ση)

- Convert ηp into biography-event proportions βp through the softmax function:

βp,i =
exp(ηp,i)

∑K
k=1 exp(ηp,k)

- For each event in biography p:

- Draw event class index e ∼ Mult(βp)

- Draw timestamp t ∼ N(µe, σ2
e )

- For each token in event:

- Draw term w ∼ Mult(φe)

Inference proceeds via stochastic EM: after initializing all variables to random values,

we alternate between collapsed Gibbs sampling for the latent class indicators followed by

maximization steps over all other parameters:

1. Sample all e using collapsed Gibbs sampling conditioned on current values for η and

all other e.

2. For each biography p, maximize likelihood with respect to ηp via gradient ascent given

the current samples of e and priors µη and Ση .

3. Assign MAP estimates of µη and Ση given current values of η and the Normal-Inverse

Wishart prior. Update µ and σ2 according to its maximum likelihood estimate given e.

We describe the technical details of each step below.

Sampling e. Given fixed biography-event class proportions η, observed tokens w, times-

tamp t, and current samples e− for all other events, the probability of a given event belong-
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ing to event class k is as follows:

P(e = k | e−, w, t, η, γ, µ, σ2) ∝ exp(ηk)

×σ−1
k exp

(
− (t− µk)

2

2σ2
k

)

×∏V
v=1 ∏e(v)

i=1 (γ + c−(k, v) + i− 1)

∏Ne
n=1 (Vγ + c−(k, ?) + n− 1)

(5.1)

Here c−(k, v) is the count of the number of times vocabulary term v shows up in all events

whose current sample e = k (excepting the current one being sampled), c−(k, ?) is the total

count of all terms in all events whose current e = k (again excepting the current one), Ne

is the number of terms in event e, and e(v) is the count of vocabulary term v in the current

event.

Maximizing η. Under our model, the terms in the likelihood function that involve η include

the likelihood of the samples drawn from it and its own probability given the multivariate

Normal prior:

L(η) ∝
N

∏
n=1

exp(ηen)

∑K
k=1 exp(ηk)

×N(η | µη , Ση) (5.2)

The log likelihood is proportional to:

`(η) ∝
N

∑
n=1

ηen −
N

∑
n=1

K

∑
k=1

exp(ηk)

−1
2
(
η − µη

)> Σ−1
η

(
η − µη

) (5.3)

Given samples of the latent event class e for all events in biography p, we maximize the

value of ηp using gradient ascent. We can think of this as maximizing the likelihood of the

observations e subject to `2 (Gaussian) regularization, where the covariance matrix in the

regularizer encourages correlations in η: if a document contains many examples of e = k

and ek is highly correlated with ej, then the optimal η is encouraged to contain high weights

at both ηk and ηj rather than simply ηk alone.

Maximizing µη , Ση , µ, σ2. Given values for , we then find maximum a posteriori estimates

of µη and Ση conditioned on the Normal-Inverse Wishart (NIW) prior. The NIW is a conju-

gate prior to a multivariate Gaussian, parameterized by dimensionality K, initial mean µ0,

positive-definite scale matrix Ψ, and scalars ν > K − 1 and λ > 0. The prior parameters
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Ψ and ν have an intuitive interpretation as the scatter matrix ∑ν
i=1 (xi − x̄) (xi − x̄)> for ν

pseudo-observations.

The expected value of the covariance matrix drawn from a NIW distribution parameter-

ized by Ψ and ν is Ψ
ν−K−1 . To disprefer correlations among topics in the absence of strong

evidence, we fix µ0 = 0 and set Ψ so that this prior expectation over Ση is the product of a

scalar value ρ and the identity matrix I: Ψ = (ν− K− 1)ρI; ρ defines the expected variance,

and the higher the value of ν, the more strongly the prior dominates the posterior estimate of

the covariance matrix (i.e., the more the covariance matrix is shrunk toward ρI). λ likewise

has an intuitive understanding as a dampening parameter: the higher its value, the more

the posterior estimate of the mean µ̂ shrinks toward 0. For n data points, we set λ = n/10,

ν = K + 2, and ρ = 1.

Since the NIW is conjugate with the multivariate normal, posterior updates to µη and Ση

have closed-form expressions given values of η (here, η̄ denotes the mean value of η over all

biographies).

µ̂η =
n

λ + n
η̄ (5.4)

Σ̂η =
Ψ + ∑N

i=1 (ηi − η̄) (ηi − η̄)> + λn
λ+n η̄η̄>

ν + n + K + 1
(5.5)

Since we have no meaningful prior information on the values of µ and σ2, we calculate their

maximum likelihood estimate given current samples e.

5.4 Evaluation

While the goal of this work is to leverage the organizing principle of people in order

to learn qualitative categories of life events from text, we can quantitatively evaluate the

performance of our model on the empirical task of predicting the age in a person’s life when

an event occurs.

For this task, we compare the full model described above with a strong baseline of `2-

regularized linear regression and also with comparable models with feature ablations, in

order to quantify the extent to which various aspects of the full model are contributing to its

empirical performance. The comparable ablated models include the following:

• –CORRELATION, figure 5.1b. Rather than a logistic normal prior on the entity-specific

distribution over event types (η), we draw η from a symmetric Dirichlet distribution

parameterized by a global α. In a Dirichlet distribution, arbitrary correlations cannot

be captured.
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• –TIME, figure 5.1c. In the full model, the timestamps of the observed events influence

the event classes we learn by encouraging them to be internally coherent and time-

sensitive. To test this design choice, we ablate time as a feature during inference.

• –CORRELATION,–TIME, figure 5.1d. We also test a model that ablates both the cor-

relation structure in the prior and the influence of time; this model corresponds to

smoothed, unsupervised naïve Bayes.

As during inference, we define an event to be the set of terms, excluding stopwords and

numbers, that are present in the vocabulary of the 10,000 most frequent words and multi-

word expressions in the data overall. Each event is accompanied by the year of its occur-

rence, from which we calculate the gold target prediction (the age of the person at the time

of the event) as the year minus the entity’s year of birth. For all of the four models described

above (the full model and three ablations), we train the model on 4/5 of the biographies

(194,376 entities, on average 1,851,094 events); we split the remaining 1/5 of the biographies

into development data (where t is observed) and test data (where t is predicted). The details

of inference for each model are as follows:

1. FULL. Inference as above for a period of 100 iterations, using slice sampling (Neal,

2003) to optimize the value of the Dirichlet hyperparameter γ every 10 iterations; after

inference, the parameters µη , Ση , µ, σ2 and φ are estimated from samples drawn at the

final iteration and held fixed. For test entities, we infer the MAP value of η using de-

velopment data, and predict the age of each test event as the mean time marginalizing

over the event type indicator e. t̂ = Ee[µe].

2. –CORRELATION. Here we perform collapsed Gibbs sampling for 100 iterations, using

slice sampling to optimize the value of α and γ every 10 iterations; after inference,

the parameters µ, σ2 and φ are estimated from single final samples and held fixed.

For development and test data, we run Gibbs sampling on event indicators e for 10

iterations and predict the age of each test event as the mean time marginalizing over

the event type indicator e. t̂ = Ee[µe].

3. –TIME. Inference as above for 100 iterations, using slice sampling to optimize the value

of γ every 10 iterations; after inference, the parameters µη , Ση and φ are estimated from

single final samples and held fixed. Since time is not known to this model during infer-

ence, we create post hoc estimates of µ̂e as the empirical mean age of events sampled

to event class e using single samples for each event in the training data from the final
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sampling iteration. For test entities, we infer the MAP value of η using development

data, and predict the age of each test event as the average empirical age marginalizing

over the event type indicator e. t̂ = Ee[µ̂e].

4. –CORRELATION,–TIME. We perform inference as above for the –CORRELATION model,

and time prediction as in the –TIME model. t̂ = Ee[µ̂e].

To compare against a potentially more powerful discriminative model, we also evaluate

linear regression with squared `2 (ridge) regularization, using binary indicators of the same

unigrams and multiword expressions available to the models above.

5. LINEAR REGRESSION. Train on training and development data, optimizing the regu-

larization coefficient λ in three-fold cross-validation.

During training, linear regression learns that the terms most indicative of events that

take place later in life are stamp, descendant, commemorated, died, plaque, grandson, and lifetime

achievement award, while those that denote early events are born, baptised, apprenticed, and

acting debut.

We evaluate all models on identical splits using 5-fold cross validation. For an inter-

pretable error score, we use mean absolute error, which corresponds to the number of years,

on average, by which each model is incorrect.

MAE =
1
N

N

∑
i=1

∣∣t̂− ti
∣∣ (5.6)

Figure 5.2 presents the results of this evaluation for all models and different choices of the

number of latent event classes K ∈ {10, 25, 50, 100, 250, 500}. Linear regression represents

a powerful model, achieving a mean absolute error of 11.87 years across all folds, but is

eclipsed by the latent variable model at K ≥ 50. The correlations captured by the logis-

tic normal prior make a clear difference, uniformly yielding improvements over otherwise

equivalent Dirichlet models across all K. As expected, models trained without knowledge

of time during inference perform less well than models that contain that information.

5.5 Analysis

To analyze the latent event classes in Wikipedia biographies, we train our full model

(with a logistic normal prior and time as an observable variable) on the full dataset of 242,970

biographies with K = 500 event classes; as above, we run inference for a burn-in period of

100 iterations and collect 50 samples from the posterior distributions for e (the event class
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Figure 5.2: Mean absolute error (in years) for time prediction.

indicator for each event).

Table 5.2 illustrates a sample of 20 event classes along with the mean time µ and standard

deviation σ, the gender distribution (calculated from the posterior distribution over e for all

entities whose gender is known3) and the most probable terms in the class.

The latent classes that we learn span a mix of major life events of Wikipedia notable

figures (including events that we might characterize as GRADUATING HIGH SCHOOL, BE-

COMING A CITIZEN, DIVORCE, BEING CONVICTED OF A CRIME, and DYING) and more fine-

grained events (such as BEING DRAFTED BY A SPORTS TEAM and BEING INDUCTED INTO THE

HALL OF FAME).

Emerging immediately from this summary is an imbalance in the gender distribution for

many of these event classes. Among the 242,858 biographies whose gender is known, 14.8%

are of women; we would therefore expect around 14.8% of the participants in most event

classes to be female. Figures 5.3 and 5.4 illustrate five of the most highly skewed classes

in both directions, ranked according to the z score of a two-tailed binomial proportion test

(H0 = 14.8).

While some of these classes reflect a biased world in which more men are drafted into

sports teams, serve in the armed forces, and are ordained as priests, one latent class that calls

out for explanation is that surrounding DIVORCE (divorce, marriage, divorced, filed, married,

wife, separated, years, ended, later), whose female proportion of 39.4% is nearly triple that

of the data overall (and whose z-score reveals it to be strongly statistically different [p �
3Using our method of gender inference described in §5.2, we are able to infer gender for 99.95% of biogra-

phies (242,858).
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Age µ Age σ % Fem. Most probable terms in class
18.00 0.67 15.6% high school, graduated, attended, graduating, school, born, early

life, class, grew
21.89 1.83 0.2% drafted, nfl draft, round, professional career, draft, overall, se-

lected
22.27 1.19 17.6% graduated, bachelor, degree, university, received, college, at-

tended, earned, b. a.
22.67 4.33 3.6% joined, enlisted, army, served, world war ii, united states army,

years, corps
25.81 3.47 11.1% law, university, graduated, received, school, law school, degree,

law degree
32.32 8.19 12.0% thesis, received, university, phd, dissertation, doctorate, degree,

ph. d., completed
38.24 15.29 17.0% citizen, became, citizenship, united states, american, u. s., british,

granted, since
39.33 12.53 39.4% divorce, marriage, divorced, married, filed, wife, separated, years,

ended, later
42.57 13.78 16.3% university, teaching, professor, college, taught, faculty, school, de-

partment, joined
43.79 15.54 13.8% trial, murder, case, court, charges, guilty, jury, judge, death, con-

victed
45.89 18.71 13.3% died, accident, killed, death, near, crash, car, involved, car acci-

dent, injured
46.22 16.30 11.2% prison, released, years, sentence, sentenced, months, parole, fed-

eral, serving
49.81 10.28 7.0% governor, candidate, unsuccessful candidate, congress, ran, re-

election
51.41 11.23 1.2% bishop, appointed, archbishop, diocese, pope, consecrated,

named, cathedral
54.91 12.04 7.9% chairman, board, president, ceo, became, company, directors, ap-

pointed, position
59.06 14.17 16.9% awarded, university, received, honorary doctorate, honorary de-

gree, degree, doctor
62.81 24.16 11.1% fame, inducted, hall, sports hall, elected, national, football hall,

international
72.52 13.69 12.4% died, hospital, age, death, complications, cancer, home, heart at-

tack, washington
92.39 46.06 13.0% national, historic, park, state, house, named, memorial, home,

honor, museum
95.29 42.65 12.1% statue, unveiled, memorial, plaque, anniversary, erected, monu-

ment, death, bronze
Table 5.2: Salient event classes learned from 242,970 Wikipedia biographies. All 500 event classes
can be viewed at http://www.ark.cs.cmu.edu/bio.

0.0001] from the H0 mean, even accounting for the Bonferroni correction we must make

when considering the K = 500 tests we implicitly perform when ranking). While we did not

approach this analysis with any a priori hypotheses to test, our unsupervised model reveals
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z %Fem. Most frequent terms
60.46 76.9% miss, pageant, title, usa, miss universe, beauty, held, teen, crowned, competed
57.21 49.9% birth, gave, daughter, son, born, first child, named, wife, announced, baby
55.63 59.8% fashion, model, show, campaign, week, appeared, face, career, became, modeling
37.89 39.4% divorce, marriage, divorced, married, filed, wife, separated, years, ended, later
36.70 36.5% summer olympics, competed, olympics, team, finished, event, final, world cham-

pionships
Table 5.3: Female-skewed event classes, ranked by z-score in a two-tailed binomial proportion test.

z %Fem. Most frequent terms
-31.64 0.2% drafted, nfl draft, round, professional career, draft, overall, selected, major league

baseball
-23.81 2.1% promoted, rank, captain, retired, army, lieutenant, colonel, major, brigadier general
-20.93 3.7% bar, admitted, law, practice, called, commenced, studied, began, career, practiced
-20.48 1.0% infantry, civil war, regiment, army, enlisted, served, company, colonel, captain
-20.30 1.7% ordained, priest, seminary, priesthood, theology, theological, college, studies, rome
Table 5.4: Male-skewed event classes, ranked by z-score in a two-tailed binomial proportion test.

an interesting hypothesis to pursue with confirmatory analysis: biographies of women on

Wikipedia disproportionately focus on marriage and divorce compared to those of men.

To test this hypothesis with more traditional means, we estimated the empirical gender

proportions of biographies containing terms explicitly denoting divorce (divorced, divorce,

divorces and divorcing). The result of this analysis confirms that of the model. Of the 4,608

biographies in which at least one of these terms appears, 38.8% are those of a woman, far

more than the 14.8% we would expect (in a two-tailed binomial proportion test against H0 =

14.8, this difference is significant at p < 0.0001); this corresponds to divorce being mentioned

in 5.0% of all 35,932 women’s biographies, and 1.4% of all 206,926 men’s; on average, a

woman’s biography is 3.66 times more likely to mention divorce than a man’s.

We repeat the gender proportion experiment with terms denoting marriage (married,

marry, marries, marrying and marriage) and find a similar trend: of the 39,142 biographies

where at least one of these terms is mentioned, 23.6% belong to women; again, in a two-

tailed proportion test, this difference is significant at p < 0.0001. This corresponds to mar-

riage appearing in 25.7% of all women’s biographies, and 14.5% of men’s; a woman’s biog-

raphy is 1.78 times more likely to mention marriage than a man’s.

5.6 Additional Analyses

The analysis above represents one substantive result that mining life events from bio-

graphical data makes possible. To illustrate the range of other analyses that this method

can occasion, we briefly present two other directions that can be pursued: investigating
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correlations among event classes and the distribution of event classes over historical time.

5.6.1 Correlations among events

In our full model with a logistic normal prior over a document’s set of events, correla-

tions among latent event classes are learned during inference. From the covariance matrix

Ση , we can directly read off correlations among events; for other models (such as those with

a Dirichlet prior), we can infer correlations using the posterior estimates for η.

r Event class
1.000 family, boss, murder, crime, mafia, became, arrested, john, gang, chicago
0.031 killed, shot, police, home, two, car, arrested, murder, death, -year-old
0.028 trial, murder, case, guilty, court, jury, charges, convicted, death, judge
0.021 investigation, federal, charges, office, fraud, campaign, state, commission, for-

mer, corruption
0.019 arrested, sentenced, years, prison, trial, death, court, convicted, military,

months
Table 5.5: Highest correlations between the family, boss, murder, crime, mafia class and other events.

Table 5.5 illustrates the event classes that have the highest correlations to the event class

defined by family, boss, murder, crime, mafia, became, arrested, john, gang, chicago. The structure

that we learn here neatly corresponds to a CRIMINAL ACTION frame, with common events

for KILLING, BEING SUBJECT TO FEDERAL INVESTIGATION, BEING ARRESTED and BEING

BROUGHT TO TRIAL.

5.6.2 Historical distribution of events

Figure 5.3 likewise illustrates the distribution over time for a set of learned event classes.

While the only notion of time that our model has access to during inference is that of time

relative to a person’s birth, we can estimate the empirical distribution of event classes in

historical time by charting the density plot of their observed absolute dates. Several his-

torically relevant event classes are legible, including SERVING IN THE ARMY (with peaks

during World War I and II, Vietnam and the later Iraq wars), OPERA DEBUT (with peaks in

the 1950s), NASA (with peaks in 1960s and the turn of the millenium), JOINING THE COM-

MUNIST PARTY (with a rise in the early 20th century), LEADING AN EXPEDITION (with a

slow historical decline) and JOINING A BAND (with increasing historical presence). Ground-

ing specific life events in history has the potential to enable analysis of how historical time

affects the life histories of individuals—including both the influence of the general passage

of time, as on transitions to adulthood (Modell et al., 1976; Hogan, 1981; Modell, 1980), and

the influence of specific historical moments like the Great Depression (Elder, 1974) or World
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Figure 5.3: Historical distributions of event classes.

War II (Mayer, 1988; Elder, 1991).

5.7 Related Work

In learning general classes of events from text, our work draws on a rich background

spanning several research traditions. By considering the structure that exists between event

classes, we draw on the original work on procedural scripts and schemas (Minsky, 1974;

Schank and Abelson, 1977) and narrative chains (Chambers and Jurafsky, 2008, 2009), in-

cluding more recent advances in the unsupervised learning of frame semantic representa-

tions (Modi et al., 2012; O’Connor, 2013; Cheung et al., 2013; Chambers, 2013).

In learning latent classes from text, our work is also clearly related to research on topic

modeling (Blei et al., 2003; Griffiths and Steyvers, 2004). This work differs from that tradi-

tion by scoping our data only over text that we have reason to believe describes events (by

including absolute dates). While other topic models have leveraged temporal information
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in the learning of latent topics, such as the dynamic topic model (Blei and Lafferty, 2006b;

Wang et al., 2012) and “topics over time” (Wang and McCallum, 2006), our model is the first

to infer classes of events whose contours are shaped by the time in a person’s life that they

take place.

While the information extraction tasks of template filling (Hobbs et al., 1993) and rela-

tion detection (Banko et al., 2007; Fader et al., 2011; Carlson et al., 2010) generally fall into a

paradigm of classifying text segments into a predetermined ontology, they too have been in-

formed by unsupervised approaches to learning relation classes (Yao et al., 2011) and events

(Ritter et al., 2012). Our work here differs from this past work in leveraging explicit absolute

temporal information in the unsupervised learning of event classes (and their structure).

Reasoning about the temporal ordering of events likewise has a long tradition of its own,

both in NLP (Pustejovsky et al., 2003; Mani et al., 2006; Verhagen et al., 2007; Chambers et al.,

2007) and information extraction (Talukdar et al., 2012). Rather than attempting to model

the ordering of events relative to each other, we focus instead on their occurrence relative to

the beginning of a person’s life.

Wikipedia likewise has been used extensively in NLP; Wikipedia biographies in partic-

ular have been used for the task of training summarization models (Biadsy et al., 2008), rec-

ognizing biographical sentences (Conway, 2010), learning correlates of “success” (Ng, 2012),

and disambiguating named entities (Bunescu and Pasca, 2006; Cucerzan, 2007). In our work

in mining biographical structure from it, we draw on previous research into automatically

uncovering latent structure in resumés (Mimno and Mccallum, 2007) and approaches to

learning life path trajectories from categorical survey data (Massoni et al., 2009; Ritschard

et al., 2013).

In using Wikipedia as a dataset for analysis, we must note that the subjects of biogra-

phies are not a representative sample of the population, nor are their contents unbiased

representations. Nearly all encyclopedias necessarily prefer the historically notorious (if

due to nothing else than inherent biases in the preservation of historical records); many,

like Wikipedia, also have disproportionately low coverage of women, minorities, and other

demographic groups, in part because of biases in community membership. Estimates of

the percentage of female editors on Wikipedia, for example, ranges from 9% to 16.1% (Col-

lier and Bear, 2012; Reagle and Rhue, 2011; Cassell, 2011; Hill and Shaw, 2013; Wikipedia,

2011). Different language editions of Wikipedia have a natural geographic bias in article

selection (Hecht and Gergle, 2009), with each emphasizing their own “local heroes” (Kol-

bitsch and Maurer, 2006), and also differ in the kind of information they present (Pfeil et al.,

2006; Callahan and Herring, 2011). This extends to selection of biographies as well, with
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one study finding approximately 16% of 1000 sampled biographies being those of women

(Reagle and Rhue, 2011), a figure very close to the 14.8% we observe in our analysis here.

5.8 Conclusion

In this chapter, I present a method for mining life events from biographies, leveraging the

correlation structure of events as they appear together under the same individuals. Unlike

prior work that has focused on inferring “life trajectories” from categorical survey data, we

learn relevant structure in an unsupervised manner directly from text, opening the door

to applying this method to a broad set of biographies beyond Wikipedia (including full-text

books from the Internet Archive or Hathi Trust, and other encyclopedic biographies as well).

In a quantitative analysis, the model we present outperforms a strong baseline at the task

of event time prediction, and surfaces a substantive qualitative distinction in the content of

the biographies of men and women on Wikipedia: in contrast to previous work that uses

computational methods to measure a difference in coverage, we show that such methods

are able to tease apart differences in characterization as well.

There are several directions in which this work can be pushed. While the task of event

time prediction provides a quantitative means to compare different models, we expect the

real application of this work will lie in the latent event classes themselves, and the informa-

tion they provide both about the subjects and authors of biographies. In addition to occa-

sioning data analysis of the kind we describe here, we expect that personal event classes can

have a practical application in helping to organize data describing people as well. While in

this case, the events that typically appear with (e.g.) U.S. Presidents are sufficiently distinct

from those that appear with (e.g.) American actors, and that difference is stark enough to

learn crisp event classes, we might also draw on the persona models from chapters 3 and

4 to include fine-grained entity type information, either again in a fully unsupervised set-

ting (as above), or perhaps with the partial supervision of Wikipedia category information.

While this information has not been necessary for the models presented here, it may provide

helpful guidance for more complex models, such as those directly learning distinct patterns

in the sequence or trajectory of events)—having finer representations of people’s roles may

make learning divisions between common sequences more clear.
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Overview

The first section of this thesis covers the variation that exists in depictions of people

within text; we find that we can leverage people as an organizing principle of data to learn

latent entity types (or personas) that regulate how people’s actions and attributes cluster

together into coherent groups, and show that centering our inference on people can enable

other downstream applications, such as learning event classes for analysis that can occasion

social insight (about the biases that exist in the characterization of women on Wikipedia).

This section, in contrast, considers people in the situated environment that surrounds

text: as its authors and its audience. In these chapters, I model the variation that we see

within text as a function of the differences—both observed and latent—in the people who

write it and in the people to whom it is directed.

Authors. The connection between text and personal attributes of authors has been the focus

of much work over the past few years into inferring latent qualities of individuals—such as

age, gender, political affiliation—from the text they write. While this work can be thought to

date back to the original task of authorship attribution (Mosteller and Wallace, 1964), where

the hidden quality of interest is author identity, the rise of user-generated content on the

web and (especially) social media has made this a thriving cottage industry. Prior to stream-

ing social media, gender and age were common prediction targets in blogs (Herring and

Paolillo, 2006; Koppel et al., 2006; Argamon et al., 2007; Mukherjee and Liu, 2010; Rosenthal

and McKeown, 2011). With the rise of Twitter, these studies have expanded to encompass

gender, age, political affiliation, place of birth, personality and ethnicity, among many others

(Rao et al., 2010; Golbeck et al., 2011; Burger et al., 2011; Pennacchiotti and Popescu, 2011;

Conover et al., 2011; Volkova et al., 2014). Recent work has expanded this attribute set even

further, into the domain of fine-grained categories like MUSICIAN and ATHLETE (El-Arini

et al., 2012, 2013; Bergsma and Van Durme, 2013; Beller et al., 2014). Unlike fine-grained

named entity classification or relation extraction, the text for this task is not comprised of

third-person descriptions of people; the input is first-person narrative.

Rather than focusing on inferring those properties directly, the work presented in this

section considers downstream applications where people as authors can again provide an

organizing principle for inference. Chapter 6 leverages the beliefs of individuals (even

when those beliefs are unknown) in order to estimate the political import of propositions

like OBAMA IS A SOCIALIST. In this work, we never observe whether an author is more

liberal or conservative in their politics, but we do observe the bundle of propositions they

assert. People, as authors, are the focal point around which we can infer information about
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language—here, propositional information—as it is used in the world.

Chapter 7 in contrast leverages observed metadata about the authors (their geographical

location) in order to improve low-dimensional word embeddings by making them sensitive

to geographic variation: rather than making an assumption that word types (like wicked)

are a single point in some real-valued space, this work emphasizes that sense distinctions in

words can be anchored in geography: knowing that an author using the word wicked lives

in Boston shifts the predominant sense of that word away from being synonymous with evil

and more toward an adverbial intensifier (very). It is information about people again, in

their organizing space as authors, that enables these kinds of distinctions to be learned.

Audience. The connection between author and audience is of primary concern for several

natural language processing tasks that are explicitly focused on discourse, such as conversa-

tional agents and other dialogue systems—voice dialogue systems can adapt their conversa-

tional strategies to the emotions (such as frustration) detected in their partners (Burkhardt

et al., 2005), and virtual peers can be designed to match the dialect of their interlocutors

(Finkelstein et al., 2013) and have strategies for developing rapport (Cassell and Bickmore,

2003; Gupta et al., 2007).

The connection between written text and personal attributes of audience, however, has

not been so richly explored from a computational perspective, often in part because audi-

ence is typically unknown, or difficult to estimate, in the text we have available. This is

especially true on social media, where the actual audience (the set of people who are ad-

dressed or overhear a conversation) is not necessarily the same as an imagined audience

(the set of people the speaker believes to be addressing). As Bernstein et al. (2013) note

for Facebook, users are often poor judges for estimating their actual audience, substantially

underestimating the number of people who read their posts. Additionally, while Facebook

has means for limiting the audience exposed to a given post, Twitter is a site of “context

collapse” (boyd, 2008; Marwick and boyd, 2011), where a single message is broadcast to in-

dividuals from all walks of a person’s life. Understanding the audience, however, is a nec-

essary prerequisite for real text understanding. One common assumption throughout user

attribute-prediction literature is that attributes are inherent, essential qualities of individu-

als; a person is at heart either a DEMOCRAT or a REPUBLICAN, a MAN or a WOMAN, and all

of the text they write, in any circumstance, serves as evidence for these fundamental quali-

ties about themselves. But we know that individuals project different aspects of themselves

to different audiences, through sociological work on self-presentation (Goffman, 1959), lin-

guistic work on style shifting and audience design (Bell, 1984) and third-wave studies in

linguistic variation (Eckert, 2008; Johnstone and Kiesling, 2008). In my own work in collab-
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oration with Jacob Eisenstein and Tyler Schnoebelen (Bamman et al., 2014b), we have seen

how the presentation of gender on social media is much more complicated than a single bi-

nary distinction would imply, often involving complex interactions with audience. Context

in all of these cases is crucial for measuring these aspects of identity.

In the final chapter of this thesis (§8), I present a case study that incorporates this kind of

audience information along with other aspects about the situated context of an utterance on

Twitter (such as information about the content of a message along with qualities of its author)

for the complex task of sarcasm detection. This work provides a summary of several themes

running throughout this work: that language is profoundly situated, spoken by people at

particular times and places to particular audiences, and that incorporating any elements of

this context can lead to improvements in predictive tasks.



Chapter 6

Learning ideal points of propositions

through people

6.1 Introduction

The latent persona models outlined in chapters 3 and 4 represent people who are de-

scribed in text (characters) as embodying one of a set number of entity types; in this chapter,

we consider the analogous variation that people exhibit as the authors of text. Rather than

learning these types for exploratory data analysis, in this chapter we have a fixed task in

mind: estimating the political beliefs attached to propositions.

Over the past few years, much work has focussed on inferring political preferences of

people from their behavior, both in unsupervised and supervised settings. Classical ideal

point models (Poole and Rosenthal, 1985; Martin and Quinn, 2002) estimate the political

ideologies of legislators through their observed voting behavior, possibly paired with the

textual content of bills (Gerrish and Blei, 2012) and debate text (Nguyen et al., 2015); other

unsupervised models estimate ideologies of politicians from their speeches alone (Sim et al.,

2013). Twitter users have also been modeled in a similar framework, using their observed

following behavior of political elites as evidence to be explained (Barberá, 2015). Supervised

models, likewise, have not only been used for assessing the political stance of sentences

(Iyyer et al., 2014) but are also very popular for predicting the holistic ideologies of everyday

users on Twitter (Rao et al., 2010; Pennacchiotti and Popescu, 2011; Al Zamal et al., 2012;

Cohen and Ruths, 2013; Volkova et al., 2014), Facebook (Bond and Messing, 2015) and blogs

(Jiang and Argamon, 2008), where training data is relatively easy to obtain—either from user

self-declarations, political following behavior, or third-party categorizations.

Aside from their intrinsic value, estimates of users’ political ideologies have been useful

70
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for quantifying the orientation of news media sources (Park et al., 2011; Zhou et al., 2011).

We consider in this work a different task: estimating the political import of propositions like

OBAMA IS A SOCIALIST.

In focusing on propositional statements, we draw on a parallel, but largely independent,

strand of research in open information extraction. IE systems, from early slot-filling mod-

els with predetermined ontologies (Hobbs et al., 1993) to the large-scale open-vocabulary

systems in use today (Fader et al., 2011; Mitchell et al., 2015) have worked toward learning

type-level propositional information from text, such as BARACK OBAMA IS PRESIDENT. To

a large extent, the ability to learn these facts from text is dependent on having data sources

that are either relatively factual in their presentation (e.g., news articles and Wikipedia) or

are sufficiently diverse to average over conflicting opinions (e.g., broad, random samples of

the web).

Many of the propositional statements that individuals make online are, of course, not

objective descriptions of reality at all, but rather reflect their own beliefs, opinions and other

private mental states (Wiebe et al., 2005). While much work has investigated methods for

establishing the truth content of individual sentences — whether from the perspective of

veridicality (de Marneffe et al., 2012), fact assessment (Nakashole and Mitchell, 2014), or

subjectivity analysis (Wiebe et al., 2003; Wilson, 2008) — the structure that exists between

users and their assertions gives us an opportunity to situate them both in the same political

space: in this work we operate at the level of subject-predicate propositions, and present

models that capture not only the variation in what subjects (e.g., OBAMA, ABORTION, GUN

CONTROL) that individual communities are more likely to discuss, but also the variation in

what predicates different communities assert of the same subject (e.g., GLOBAL WARMING

IS A HOAX vs. IS A FACT). The contributions of this work are as follows:

• We present a new evaluation dataset of 766 propositions judged according to their

point in a political spectrum.

• We present and evaluate several models for estimating the ideal points of subject-

predicate propositions, and find that unsupervised methods perform best (on suffi-

ciently partisan data).

6.2 Task and Data

The task that we propose in this work is assessing the political import of type-level

propositions; on average, are liberals or conservatives more likely to claim that GLOBAL

WARMING IS A HOAX? To support this task, we create a benchmark of political propositions,
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extracted from politically partisan data, paired with human judgments (details in §6.2.3).

We define a proposition to be a tuple comprised of a subject and predicate, each consisting

of one or more words, such as 〈Global warming, is a hoax〉.1 We adopt an open vocabulary

approach where each unique predicate defines a unary relation.

6.2.1 Data

In order to first extract propositions that are likely to be political in nature and exhibit

variability according to ideology, we collect data from a politically volatile source: com-

ments on partisan blogs.

We draw data from NPR,2 Mother Jones3 and Politico4, all listed by Pew Research (Mitchell

et al., 2014) as news sources most trusted by those with consistently liberal views; Breit-

bart,5 most trusted by those with consistently conservative views; and the Daily Caller,6

Young Conservatives7 and the Independent Journal Review,8 all popular among conserva-

tives (Kaufman, 2014). All data comes from articles published between 2012–2015.

Source Articles Posts Tokens Users
Politico 10,305 9.8M 348.4M 173,519
Breitbart 46,068 8.8M 336.4M 165,607
Daily Caller 46,114 5.4M 240.4M 228,696
Mother Jones 16,830 1.9M 119.2M 138,995
NPR 14993 1.6M 82.6M 62,600
IJ Review 3,396 278K 13.1M 51,589
Young Cons. 4,948 222K 10.6M 34,434
Total 142,654 28.0M 1.15B 621,231

Table 6.1: Data.

We gather comments using the Disqus API;9 as a comment hosting service, Disqus al-

lows users to post to different blogs using a single identity. Table 6.1 lists the total number of

articles, user comments, unique users and tokens extracted from each blog source. In total,

we extract 28 million comments (1.2 billion tokens) posted by 621,231 unique users.10

1We use these typographical conventions throughout this chapter: Subjects are in sans serif, predicates in
italics.

2http://www.npr.org
3http://www.motherjones.com
4http://www.politico.com
5http://www.breitbart.com
6http://dailycaller.com
7http://www.youngcons.com
8https://www.ijreview.com
9https://disqus.com/api/

10While terms of service prohibit our release of this data, we will make available tools to allow others to collect
similar data from Disqus for these blogs.
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6.2.2 Extracting Propositions

The blog comments in table 6.1 provide raw data from which to mine propositional as-

sertions. In order to extract structured 〈subject, predicate〉 propositions from text, we first

parse all comments using the collapsed dependencies (de Marneffe and Manning, 2008) of

the Stanford parser (Manning et al., 2014), and identify all subjects as those that hold an

nsubj or nsubjpass relation to their head. In order to balance the tradeoff between gen-

erality and specificity in the representation of assertions, we extract three representations of

each predicate.

1. Exact strings, which capture verbatim the specific nuance of the assertion. This in-

cludes all subjects paired with their heads and all descendants of that head. All tense

and number are preserved.

Example: 〈Reagan, gave amnesty to 3 million undocumented immigrants〉

2. Reduced syntactic tuples, which provide a level of abstraction by lemmatizing word

forms and including only specific syntactic relationships. This includes propositions

defined as nominal subjects paired with their heads and children of that head that are

negators, modal auxiliaries (can, may, might, shall, could, would), particles and direct

objects. All word forms are lemmatized, removing tense information on verbs and

number on nouns.

Example: 〈Reagan, give amnesty〉

3. Subject-verb tuples, which provide a more general layer of abstraction by only encod-

ing the relationship between a subject and its main action. In this case, a proposition

is defined as the nominal subject and its lemmatized head.

Example: 〈Reagan, give〉

The human benchmark defined in §6.2.3 below considers only verbatim predicates, while

all models proposed in §6.3 and all baselines in §6.4 include the union of all three represen-

tations as data.

Here, syntactic structure not only provides information in the representation of propo-

sitions, but also allows us to define criteria by which to exclude predicates — since we are

looking to extract propositions that are directly asserted by an author of a blog comment

(and not second-order reporting), we exclude all propositions dominated by an attitude



CHAPTER 6. LEARNING IDEAL POINTS OF PROPOSITIONS THROUGH PEOPLE 74

predicate (Republicans think that Obama should be impeached) and all those contained within

a conditional clause11 (If Obama were impeached. . . ). We also exclude all assertions drawn

from questions (i.e., sentences containing a question mark) and all assertions extracted from

quoted text (i.e., surrounded by quotation marks).

In total, from all 28 million comments across all seven blogs, we extract all propositions

defined by the criteria above, yielding a total of 61 million propositions (45 million unique).

6.2.3 Human Benchmark

From all propositions with a verbatim predicate extracted from the entire dataset, we

rank the most frequent subjects and manually filter out non-content terms (like that, one,

someone, anyone, etc.) to yield a set of 138 target topics, the most frequent of which are obama,

democrats, bush, hillary, and america.

For each proposition containing one of these topics as its subject and mentioned by at

least 5 different people across all blogs, we randomly sampled 1,000 in proportion to their

frequency of use (so that sentences that appear more frequently in the data are more likely

to be sampled); the sentences selected in this random way contain a variety of politically

charged viewpoints. We then presented them to workers on Amazon Mechanical Turk for

judgments on the extent to which they reflect a liberal vs. conservative political worldview.

For each sentence, we paid 7 annotators in the United States to a.) confirm that the ex-

tracted sentence was a well-formed assertion and b.) to rate “the most likely political belief

of the person who would say it” on a five-point scale: very conservative/Republican (−2),

slightly conservative/Republican (−1), neutral (0), slightly liberal/Democrat (1), and very

liberal/Democrat (2).

We keep all sentences that at least six annotators have marked as meaningful (those

excluded by this criterion include sentence fragments like bush wasn’t and those that are

difficult to understand without context, such as romney is obama) and where the standard

deviation of the responses is under 1 (which excludes sentences with flat distributions such

as government does nothing well and those with bimodal distributions, such as christie is done).

After this quality control, we average the responses to create a dataset of 766 propositions

paired with their political judgments. Table 6.2 presents a random sample of annotations

from this dataset.
11Narayanan et al. (2009) estimate conditionals account for about approximately 8% of sentences across a

variety of domains.
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proposition mean s.d.
obama lied and people died -2.000 0.000
gay marriage is not a civil right -1.857 0.350
obama can’t be trusted -1.714 0.452
hillary lied -0.857 0.990
hillary won’t run -0.714 0.452
bush was just as bad 0.857 0.639
obama would win 1.429 0.495
rand paul is a phony 1.429 0.495
abortion is not murder 1.571 0.495
hillary will win in 2016 1.857 0.350
Table 6.2: Random sample of AMT annotations.

6.3 Models

The models we introduce to assess the political import of propositions are based on two

fundamental ideas. First, users’ latent political preferences, while unobserved, can provide

an organizing principle for inference about propositions in an unsupervised setting. Second,

by decoupling the variation in subjects discussed by different communities (e.g., liberals may

talk more about global warming while conservatives may talk more about gun rights) from

variation in what statements are predicated of those subjects (e.g., liberals may assert that

〈global warming, is a fact〉 while conservatives may be more likely to assert that it is a hoax),

we are able to have a more flexible and interpretable parameterization of observed textual

behavior that allows us to directly measure both.

We present two models below: one that represents users and propositions as real-valued

points, and another that represents each as categorical variables. For both models, the input

is a set of users paired with a list of 〈subject, predicate〉 tuples they author; the variables of

interest we seek are representations of those users, subjects, and predicates that explain the

coupling between users and propositions we see.

6.3.1 Additive Model

The first model we present (fig. 6.1) represents each user, subject, and predicate as a

real-valued point in K-dimensional space. In the experiments that follow, we consider the

simple case where K = 1 but present the model in more general terms below.

In this model, we again recapitulate a theme in this thesis by conditioning on metadata

(here, the latent political position of an individual) in parameterizing a language model.

Here, we parameterize the generative probability of a subject (like Obama) as used by an

individual u as the exponentiated sum of a background log frequency of that subject in the
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corpus overall (msbj) and K additive effects, normalized over the space of S possible sub-

jects, as a real-valued analogue to the SAGE model of (Eisenstein et al., 2011a). While the

background term controls the overall frequency of a subject in the corpus, β ∈ RK×S me-

diates the relative increase or decrease in probability of a subject for each latent dimension.

Intuitively, when both ηu,k and βk,sbj (for a given user u, dimension k, and subject sbj) are

the same sign (either both positive or both negative), the probability of that subject under

that user increases; when they differ, it decreases. β·,sbj is a K-dimensional representation of

subject sbj, and ηu,· is a K-dimensional representation of user u.

P(sbj | u, η, β, msbj) =

exp
(

msbj + ∑K
k=1 ηu,kβk,sbj

)
∑sbj′ exp

(
msbj′ + ∑K

k=1 ηu,kβk,sbj′
) (6.1)

Likewise, we parameterize the generative probability of a predicate (conditioned on a sub-

ject) in the same way; for S subjects, each of which contains (up to) P predicates, ξ ∈ RS×K×P

captures the relative increase or decrease in probability for a given predicate conditioned on

its subject, relative to its background frequency in the corpus overall, mpred|sbj.

P(pred | sbj, u, η, ξ, mpred|sbj) =

exp
(

mpred|sbj + ∑K
k=1 ηkξsbj,k,pred

)
∑pred′ exp

(
mpred′|sbj + ∑K

k=1 ηkξsbj,k,pred′
) (6.2)

The full generative story for this model runs as follows. For a vocabulary of subjects of

size S, where each subject s has P predicates:

– For each dimension k, draw subject coefficients βk ∈ RS ∼ Norm(µs, σsI)

– For each subject s:

– For each dimension k, draw subject-specific predicate coefficients ξs,k ∈ RP ∼
Norm(µp, σpI)

– For each user u:

– Draw user representation η ∈ RK ∼ Norm(µ, σI)

– For each proposition 〈sbj, pred〉made by u:

– Draw sbj according to eq. 6.1

– Draw pred according to eq. 6.2
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Figure 6.1: Additive model with decoupled subjects and predicates. η contains a K-dimensional
representation of each user; β captures the variation in observed subjects, and ξ captures the variation
in predicates for a fixed subject.

The unobserved quantities of interest in this model are η, β and ξ. In the experiments

reported below, we set the prior distributions on η, β and ξ to be standard normals (µ =

0, σ = 1) and perform maximum a posteriori inference with respect to η, β and ξ in turn for a

total of 25 iterations.

While β and ξ provide scores for the political import of subjects and of predicates con-

ditioned on fixed subjects, respectively, we can recover a single ideological score for both

a subject and its predicate by adding their effects together. In the evaluation given in §6.5,

let the PREDICATE SCORE for 〈subject, predicate〉 be that given by ξsubject,·,predicate, and let the

PROPOSITION SCORE be β·,subject + ξsubject,·,predicate.

6.3.2 Single Membership Model

While the additive model above represents each user and proposition as a real-valued

point in K-dimensional space, we can also represent those values as categorical variables in

an unsupervised naïve Bayes style parameterization; in this case, a user is not defined as a

mixture of different effects, but rather has a single unique community to which they belong.

The generative story for this model (shown in fig. 6.2) is as follows:

– Draw population distribution over categories θ ∼ Dir(α)

– For each category k, draw distribution over subjects φk ∼ Dir(γ)

– For each category k and subject s:

– Draw distribution over subject-specific predicates ψk,s ∼ Dir(γs)

– For each user u:



CHAPTER 6. LEARNING IDEAL POINTS OF PROPOSITIONS THROUGH PEOPLE 78

– Draw user type index p ∼ Cat(θ)

– For each proposition 〈sbj, pred〉made by u:

– Draw subject sbj ∼ Cat(φp)

– Draw predicate pred ∼ Cat(ψp,sbj)

p

pred

θα

ψsb jφ

γ γs

Wu

U

Figure 6.2: Single membership model with decoupled subjects and predicates. p is the latent category
identity of a user (e.g., liberal or conservative); φ is a distribution over subjects for each category; and
ψ is a distribution of predicates given subject s.

We set K = 2 in an attempt to recover a distinction between liberal and conservative

users. For the experiments reported below, we run inference using collapsed Gibbs sam-

pling (Griffiths and Steyvers, 2004) for 100 iterations, performing hyperparameter optimiza-

tion on α, γ and γs (all asymmetric) every 10 using the fixed-point method of Minka (2003).

In order to compare the subject-specific predicate distributions across categories, we first

calculate the posterior predictive distribution by taking a single sample of all latent variables

p to estimate the following (Asuncion et al., 2009):

ζ̂p,v =
c(p, v) + γv

∑v′ c(p, v′) + γv′
(6.3)

Where ζ̂p,v is the vth element of the pth multinomial being estimated, c(p, v) is the count

of element v associated with category p and γv is the associated Dirichlet hyperparameter

for that element. Given this smoothed distribution, for each proposition we assign it a real

valued score, the log-likelihood ratio between its value in these two distributions. In the

evaluation that follows, let the PREDICATE SCORE for a given 〈subject, predicate〉 under this

model be:

log

(
ψ̂0,subject,predicate

ψ̂1,subject,predicate

)
(6.4)
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Let the PROPOSITION SCORE be:

log

(
φ̂0,subject × ψ̂0,subject,predicate

φ̂1,subject × ψ̂1,subject,predicate

)
(6.5)

6.4 Comparison

The two models described in §6.3 are unsupervised methods for estimating the latent

political positions of users along with propositional assertions. We compare with three ot-

ther models, a mixture of unsupervised, supervised, and semi-supervised methods. Unlike

our models, these were not designed for the task described in §6.2.

6.4.1 Principal Component Analysis

To compare against another purely unsupervised model, we evaluate against principal

component analysis (PCA), a latent linear model that minimizes the average reconstruction

error between an original data matrix X ∈ Rn×p and a low-dimensional approximation

ZW>, where Z ∈ Rn×k can be thought of as a k-dimensional latent representation of the

input and W ∈ Rp×k contains the eigenvectors of the k largest eigenvalues of the covariance

matrix XX>, providing a k-dimensional representation for each feature. We perform PCA

with k = 1 on two representations of our data: a.) counts, where the input data matrix

contains the counts for each feature for each user, and b.) frequencies, where we normalize

those counts for each user to unit length. While the input data is sparse, we must center each

column to have a 0 mean (resulting in a dense matrix) and perform PCA through a singular

value decomposition of that column-centered data using the method of Halko et al. (2011);

in using SVD for PCA, the right singular vectors correspond to the principal directions; from

these we directly read off a k = 1 dimensional score for each proposition in our data.

6.4.2 `2-Regularized Logistic Regression

While unsupervised methods potentially allow us to learn interesting structure in data,

they are often eclipsed in prediction tasks by the addition of any form of supervision. While

purely supervised models give more control over the exact decision boundary being learned,

they can suffer by learning from a much smaller training set than unsupervised methods

have access to. To evaluate this tradeoff, we compare against a supervised model trained

using naturally occurring data – users who self-declare themselves in their profiles to be lib-

eral, conservative, democrat, or republican. We randomly sampled 150 users who self-identify

as liberals and 150 who identify as conservatives. We do not expect these users to be a

truly random sample of the population — those who self-declare their political affiliation
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are more likely to engage with political content differently from those who do not (Sandvig,

2015; Hargittai, 2015) — but is a method that has been used for political prediction tasks in

the past (Cohen and Ruths, 2013).

We build a predictive model using two classes of features: a.) binary indicators of the

most frequent 25,000 unigrams and multiword expressions12 in the corpus overall; and

b.) features derived from user posting activity to the seven blogs shown in table 6.1 (binary

indicators of the blogs posted to, and the identity of the most frequent blog). In a tenfold

cross-validation (using squared `2-regularized logistic regression), this classifier attains an

accuracy rate of 76.7% (with a standard error of ±1.7 across the ten folds).

In order to establish real-valued scores for propositions, we follow the same method

as for the single membership model described above, using the log likelihood ratio of the

probability of the proposition under each condition, where that probability is given as the

count of the proposition among users classified as (e.g.) liberals (plus some small smoothing

factor) divided by the total number of propositions used by them overall.

score(prop) = log
P(prop | p = conservative)

P(prop | p = liberal)
(6.6)

6.4.3 Co-Training

Since the features we use for the supervised model provide two roughly independent

views of the data, we also evaluate against the semi-supervised method of co-training (Blum

and Mitchell, 1998). Here, we train two different logistic regression classifiers, each with ac-

cess to only the unigrams and multiword expressions employed by the user (hwords) or to

binary indicators of the blogs posted to and the identity of the most frequent blog (hblogs).

For ten iterations, we pick a random sample U′ of 1,000 data points from the full dataset U

and classify each using the two classifiers; each classifier then adds up to 100 of the highest-

confidence predictions to the training set, retaining the class distribution balance of the ini-

tial training set. In a tenfold cross-validation, co-training yielded a slightly higher (but not

statistically significant) accuracy over pure supervision (77.0% ±1.8). We calculate scores

for propositions in the same way as for the fully supervised case above.

6.5 Evaluation

For the experiments that follow, we limit the input data available to all models to only

those propositions whose subject falls within the evaluation benchmark; and include only

propositions used by at least five different users, and only users who make at least five dif-

12Multiword expressions were found using the method of Justeson and Katz (1995).
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ferent assertions, yielding a total dataset of 40,803 users and 1.9 million propositions (81,728

unique), containing the union of all three kinds of extracted propositions (§6.2.2).

Each of the automatic methods that we discuss above assigns a real-valued score to

propositions like OBAMA IS A SOCIALIST. Our goal in evaluation is to judge how well those

model scores recover those assigned by humans in our benchmark. Since each method may

make different assumptions about the distribution of scores (and normalizing them may be

sensitive to outliers), we do not attempt to model them directly, but rather use two nonpara-

metric tests: Spearman’s rank correlation coefficient and cluster purity.

Spearman’s rank correlation coefficient. The set of scores in the human benchmark and as

output by a model each defines a ranked list of propositions; Spearman’s rank correlation

coefficient (ρ) is a nonparametric test of the Pearson correlation coefficient measured over

the ranks of items in two lists (rather than their values). We use the absolute value of ρ to

compare the degree to which the ranked propositions of two lists are linearly correlated; a

perfect correlation would have ρ = 1.0; no correlation would have ρ = 0.0.

Purity. While Spearman’s rank correlation coefficient gives us a nonparametric estimate of

the degree to which the exact order of two sequences are the same, we can also soften the ex-

act ordering assumption and evaluate the degree to which a ranked proposition falls on the

correct side of the political continuum (i.e., not considering whether OBAMA IS A SOCIALIST

is more or less conservative than OBAMA IS A DICTATOR but rather that it is more conser-

vative than liberal). For each ranked list, we form two clusters of propositions, split at the

midpoint: all scores below the midpoint define one cluster, and all scores above or equal de-

fine a second. For N = 766 propositions, given gold clusters G = {g1, g2} and model clusters

Cn = {c1, c2} (each containing 383 propositions), we calculate purity as the average overlap

for the best alignment between the two gold clusters and their model counterparts.13

Purity =
1
N

(
max

j
|g1 ∩ cj|+ max

j
|g2 ∩ cj|

)
(6.7)

A perfect purity score (in which all items from each cluster in C are matched to the same

cluster in G) is 1.0; given that all clusters are identically sized (being defined as the set falling

on each half of a midpoint), a random assignment would yield a score of 0.50 in expectation.

Table 6.3 presents the results of this evaluation. For both of the models described in

§6.3, we present results for scoring a proposition like OBAMA IS A SOCIALIST based only on

the conditional predicate score (PRED.) and on a score that includes variation in the subject

13In this case, with two clusters on each side, the best alignment in maximal in that gn,i → cn,j ⇒ gn,¬i → cn,¬j.
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Model Purity Spearman’s ρ

Additive (PROP.) 0.757 ±0.020 0.639 [0.595, 0.679]

Single mem. (PROP.) 0.754 ±0.019 0.619 [0.573, 0.661]

Single mem. (PRED.) 0.702 ±0.018 0.548 [0.496, 0.596]

Additive (PRED.) 0.705 ±0.018 0.484 [0.428, 0.536]

Co-training 0.695 ±0.018 0.444 [0.385, 0.499]

LR 0.619 ±0.016 0.274 [0.207, 0.338]

PCA (frequency) 0.518 ±0.014 0.097 [0.026, 0.167]

PCA (counts) 0.514 ±0.014 0.065 [0, 0.135]

Table 6.3: Evaluation. Higher is better.

as well (PROP.). Since both models are fit using approximate inference with a non-convex

objective function, we run five models with different random initializations and present the

average across all five (the largest standard error across tasks is±0.003, indicating that none

of the models are very sensitive to initial conditions).

We estimate confidence intervals for Spearman’s rank correlation coefficient using the

Fisher transformation of ρ (Fieller et al., 1957):

F(ρ) =
1
2

ln
1 + ρ

1− ρ
(6.8)

This value is approximately normally distributed in this transformed space, yielding

a 95% confidence interval of [tanh(F(ρ)− 1.96
√

n− 3), tanh(F(ρ) + 1.96
√

n− 3)] (note the

hyperbolic tangent function transforms this range back to its original space).

As a clustering metric, purity has no closed-form expression for confidence sets, and

since its evaluation requires its elements to be unique (in order to be matched across clus-

ters), we cannot use common resampling-with-replacement techniques such as the boot-

strap (Efron, 1979). Instead, we estimate confidence intervals using the block jackknife

(Quenouille, 1956; Efron and Stein, 1981), calculating purity over 76 resampled subsets of

the full 766 elements, each leaving out 10. In both cases, the two best performing models

show statistically significant improvement over all other models, but are not significantly

different from each other.

We draw two messages from these results:

For heavily partisan data, unsupervised methods are sufficient. In drawing on comments

on politically partisan blogs, we are able to match human judgments of the political import

of propositions quite well (both of the unsupervised models described in §6.3 outperform

their supervised and semi-supervised counterparts by a large margin), which suggests that

the easiest structure to find in this particular data is the affiliation of users with their political
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ideologies. Both unsupervised models are able to exploit the natural structure without being

constrained by a small amount of training data that may be more biased (e.g., in its class

balance) than helpful. The two generative models also widely outperform PCA, which may

reflect a mismatch between its underlying assumptions and the textual data we observe;

PCA treats data sparsity as structural zeros (not simply missing data) and so must model

not only the variation that exists between users, but also the variation that exists in their

frequency of use; other latent component models may be a better fit for this kind of data.

Joint information is important. For both models, including information about the full joint

probability of a subject and predicate together yields substantial improvements for both pu-

rity and the Spearman correlation coefficient compared to scores calculated from variation

in the conditional predicate alone. While we might have considered variation in the predi-

cate to be sufficient in distinguishing between political parties, we see that this is simply not

the case; variation in the subject may help anchor propositions in the spectrum relative to

each other.

6.6 Convergent Validity

The primary quantity of interest that we are trying to estimate in the models described

above is the political position of an assertion; a user’s latent political affiliation is only a help-

ful auxiliary variable in reaching this goal. We can, however, also measure the correlation of

those variables themselves with other variables of interest, such as users’ self-declarations of

political affiliation and audience participation on the different blogs. Both provide measures

of convergent validity that confirm the distinction being made in our models is indeed one

of political ideology.

6.6.1 Correlation with Self-declarations

One form of data not exploited by the unsupervised models described above are users’

self-declarations; we omit these above in order to make the models as general as possible

(requiring only text and not metadata), but they can provide an independent measure of the

distinctions our unsupervised models are learning. (The supervised baselines in contrast

are able to draw on this profile information for training data.)

Approximately 12% of the users in the data input to our models (4,718 of 40,804) have

affiliated self-declared profile information; the most frequent of these include retired, busi-

nessman, student, and patriot. For all of these users, we regress binary indicators of the top

25,000 unigrams in their profiles against the MAP estimate of their political affiliation in

the single-membership model. Across all 5 folds, the features with the highest predictive
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weights for one class were patriot, conservative, obama, and god while the highest predictive

weights for the other are progressive, voter, liberal, and science.

6.6.2 Estimating Media Audience

We can also use users’ latent political ideologies to estimate the overall ideological makeup

of a blog’s active audience. If we assign each post to our estimate of the political ideology

of its author, we find that Mother Jones has the highest fraction of comments by estimated

liberals at 80.4%, while Breitbart has the highest percentage of comments by conservatives

(79.5%).

Blog % Liberal by post
Mother Jones 80.4%
NPR 67.4%
Politico 51.6%
Young Conservatives 38.0%
Daily Caller 28.4%
IJ Review 28.0%
Breitbart 20.5%

Table 6.4: Media audience.

This broadly accords with Mitchell et al. (2014), which finds that among the blogs in our

dataset, consistently liberal respondents trust NPR and Mother Jones most, while consistent

conservatives trust Breitbart most and NPR and Mother Jones the least.

6.7 Conclusion

In this chapter, we introduce the task of estimating the political import of propositions

such as OBAMA IS A SOCIALIST; while much work in open information extraction has fo-

cused on learning facts such as OBAMA IS PRESIDENT from text, we are able to exploit the

structure between such propositions and the people who assert them in order to align them

all within the same political space. Given sufficiently partisan data (here, comments on po-

litical blogs), we find that the unsupervised generative models presented here are able to

outperform other models, including those given access to supervision. Even when the la-

tent attributes are not the intrinsic quantities of interests, they can still provide informative

structure for meaningful downstream applications.

In this work, we represent users either by a single categorical variable or with a more ex-

pressive parameterization that sees users as points in continuous space. In both cases, how-

ever, the cardinality of this space only allows distinctions to be made on a single dimension:

a user is either a member of class A or B (which we interpret to be liberal or conservative) or
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occupies a single point on a line. There is much room to improve on this representation; for

the categorical case, we can again leverage insight from the persona models in chapters 3

and 4 to represent users not as members of one of two political parties, but as an individual

with more fine-grained political beliefs—to take an example from contemporary politics,

the Tea Party may tend often caucus with neoconservatives or libertarians, but each repre-

sents a very different set of political beliefs, and the beliefs of individuals are certainly even

more varied. By capturing the more fine-grained distinctions that exist within our contem-

porary political landscape, we can elicit even more fine-grained associations between the

propositions and the communities who assert them.



Chapter 7

Learning word representations

through people

Work described in this chapter was undertaken in collaboration with Chris Dyer and Noah Smith

and published at ACL 2014 (Bamman et al., 2014a)

7.1 Introduction

The models we have presented in the previous four chapters have all been unsuper-

vised probabilistic generative models, where we articulate a relationship between variables

that offers an explanation for the observed data we see, and where the target quantity of

interest—the personas of characters in movies and books, the event class associated with

event descriptions in text, and the political beliefs of individuals—are never observed. This

chapter represents a break from that paradigm; here we consider metadata associated with

people (their US state-level geographical location), and illustrate how incorporating this

kind of data into a discriminative model of representation learning can again lead to a

downstream application that is improved by considering qualities of people as authors in

explaining the variation we see in text.

As this thesis illustrates, language is a profoundly situated phenomenon: it is spoken

by a particular person in a particular place and time. Nowhere is this more apparent than

in social media sources such as Twitter and Facebook, where a large volume of stream-

ing text is paired with explicit information about its author and social-historical context.

The coupling of text with demographic information has enabled computational modeling

of linguistic variation, including uncovering words and topics that are characteristic of ge-

ographical regions (Eisenstein et al., 2010; O’Connor et al., 2010; Hong et al., 2012; Doyle,
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2014), learning correlations between words and socioeconomic variables (Rao et al., 2010;

Eisenstein et al., 2011b; Pennacchiotti and Popescu, 2011; Bamman et al., 2014b); and chart-

ing how new terms spread geographically (Eisenstein et al., 2014). These models can tell us

that hella was (at one time) used most often by a particular demographic group in northern

California, echoing earlier linguistic studies (Bucholtz, 2006), and that wicked is used most

often in New England (Ravindranath, 2011); and they have practical applications, facilitat-

ing tasks like text-based geolocation (Eisenstein et al., 2010; Wing and Baldridge, 2011; Roller

et al., 2012; Ikawa et al., 2012). One desideratum that remains, however, is how the meaning

of these terms is shaped by geographical influences – while wicked is used throughout the

United States to mean bad or evil (“he is a wicked man”), in New England it is often used as

an adverbial intensifier (“my boy’s wicked smart”). In leveraging grounded social media to

uncover linguistic variation, what we want to learn is how a word’s meaning is shaped by

its geography.

In this chapter, we introduce a method that extends vector-space lexical semantic models

to learn representations of geographically situated language. Vector-space models of lexical

semantics have been a popular and effective approach to learning representations of word

meaning (Lin, 1998; Turney and Pantel, 2010; Reisinger and Mooney, 2010; Socher et al.,

2013a; Mikolov et al., 2013, inter alia). In bringing in extra-linguistic information to learn

word representations, our work falls into the general domain of multimodal learning; while

other work has used visual information to improve distributed representations (Andrews

et al., 2009; Feng and Lapata, 2010; Bruni et al., 2011, 2012a,b; Roller and im Walde, 2013),

this work generally exploits information about the object being described (e.g., strawberry

and a picture of a strawberry); in contrast, we use information about the author to learn

representations that vary according to contextual variables from the author’s perspective.

Unlike classic multimodal systems that incorporate multiple active modalities (such as ges-

ture) from a user (Oviatt, 2003; Yu and Ballard, 2004), our primary input is textual data,

supplemented with metadata about the author and the moment of authorship. This infor-

mation enables learning models of word meaning that are sensitive to such factors, allowing

us to distinguish, for example, between the usage of wicked in Massachusetts from the us-

age of that word elsewhere, and letting us better associate geographically grounded named

entities (e.g, Boston) with their hypernyms (city) in their respective regions.

7.2 Model

The model we introduce is grounded in the distributional hypothesis (Harris, 1954), that

two words are similar by appearing in the same kinds of contexts (where “context” itself
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can be variously defined as the bag or sequence of tokens around a target word, either

by linear distance or dependency path). We can invoke the distributional hypothesis for

many instances of regional variation by observing that such variants often appear in similar

contexts. For example:

• my boy’s wicked smart

• my boy’s hella smart

• my boy’s very smart

Here, all three variants can often be seen in an immediately pre-adjectival position (as is

common with intensifying adverbs).

Given the empirical success of vector-space representations in capturing semantic prop-

erties and their success at a variety of NLP tasks (Turian et al., 2010; Socher et al., 2011;

Collobert et al., 2011; Socher et al., 2013a), we use a simple, but state-of-the-art neural archi-

tecture (Mikolov et al., 2013) to learn low-dimensional real-valued representations of words.

The graphical form of this model is illustrated in figure 7.1.

...
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Main Alabama Alaska Arizona Arkansas
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o

Figure 7.1: Model. Illustrated are the input dimensions that fire for a single sample, reflecting a
particular word (vocabulary item #2) spoken in Alaska, along with a single output. Parameter matrix
W consists of the learned low-dimensional embeddings.

This model corresponds to an extension of the “skip-gram” language model (Mikolov

et al., 2013) (hereafter SGLM). Given an input sentence s and a context window of size t,

each word si is conditioned on in turn to predict the identities of all of the tokens within t

words around it. For a vocabulary V, each input word si is represented as a one-hot vec-

tor wi of length |V|. The SGLM has two sets of parameters. The first is the representation

matrix W ∈ R|V|×k, which encodes the real-valued embeddings for each word in the vo-

cabulary. A matrix multiply h = w>W,∈ Rk serves to index the particular embedding for
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word w, which constitutes the model’s hidden layer. To predict the value of the context

word y (again, a one-hot vector of dimensionality |V|), this hidden representation h is then

multiplied by a second parameter matrix X ∈ R|V|×k. The final prediction over the out-

put vocabulary is then found by passing this resulting vector through the softmax function

o = softmax(Xh>), giving a vector in the |V|-dimensional unit simplex. Backpropagation

using (input x, output y) word tuples learns the values of W (the embeddings) and X (the

output parameter matrix) that maximize the likelihood of y (i.e., the context words) condi-

tioned on x (i.e., the si’s). During backpropagation, the errors propagated are the difference

between o (a probability distribution with k outcomes) and the true (one-hot) output y.

Let us define a set of contextual variables C; in the experiments that follow, C is com-

prised solely of geographical state Cstate = {AK, AL, . . . , WY}) but could in principle in-

clude any number of features, such as calendar month, day of week, or other demographic

variables of the speaker. Let |C| denote the sum of the cardinalities of all variables in C

(i.e., 51 states, including the District of Columbia). Rather than using a single embedding

matrix W that contains low-dimensional representations for every word in the vocabulary,

we define a global embedding matrix Wmain ∈ R|V|×k and an additional |C| such matri-

ces (each again of size |V| × k, which capture the effect that each variable value has on

each word in the vocabulary. Given an input word w and set of active variable values A

(e.g., A = {state = MA}), we calculate the hidden layer h as the sum of these indepen-

dent embeddings: h = w>Wmain + ∑a∈A w>Wa. While the word wicked has a common

low-dimensional representation in Wmain,wicked that is invoked for every instance of its use

(regardless of the place), the corresponding vector WMA,wicked indicates how that common

representation should shift in k-dimensional space when used in Massachusetts. Backprop-

agation functions as in standard SGLM, with gradient updates for each training example

{x, y} touching not only Wmain (as in SGLM), but all active WA as well.

The additional W embeddings we add lead to an increase in the number of total pa-

rameters by a factor of |C|. To control for the extra degrees of freedom this entails, we add

squared `2 regularization to all parameters, using stochastic gradient descent for backprop-

agation with minibatch updates for the regularization term. As in Mikolov et al. (2013) and

our work in chapter §4, we speed up computation using the hierarchical softmax (Morin

and Bengio, 2005) on the output matrix X.

This model defines a joint parameterization over all variable values in the data, where

information from data originating in California, for instance, can influence the representa-

tions learned for Wisconsin; a naive alternative would be to simply train individual models

on each variable value (a “California” model using data only from California, etc.). A joint
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model has three a priori advantages over independent models: (i) sharing data across vari-

able values encourages representations across those values to be similar; e.g., while city may

be closer to Boston in Massachusetts and Chicago in Illinois, in both places it still generally

connotes a municipality; (ii) such sharing can mitigate data sparseness for less-witnessed

areas; and (iii) with a joint model, all representations are guaranteed to be in the same vec-

tor space and can therefore be compared to each other; with individual models (each with

different initializations), word vectors across different states may not be directly compared.

7.3 Evaluation

We evaluate our model by confirming its face validity in a qualitative analysis and es-

timating its accuracy at the quantitative task of judging geographically-informed semantic

similarity. We use 1.1 billion tokens from 93 million geolocated tweets gathered between

September 1, 2011 and August 30, 2013 (approximately 127,000 tweets per day evenly sam-

pled over those two years). This data only includes tweets that have been geolocated to

state-level granularity in the United States using high-precision pattern matching on the

user-specified location field (e.g., “new york ny”→ NY, “chicago”→ IL, etc.). As a prepro-

cessing step, we identify a set of target multiword expressions in this corpus as the maximal

sequence of adjectives + nouns with the highest pointwise mutual information; in all ex-

periments described below, we define the vocabulary V as the most frequent 100,000 terms

(either unigrams or multiword expressions) in the total data, and set the dimensionality of

the embedding k = 100. In all experiments, the contextual variable is the observed US state

(including DC), so that |C| = 51; the vector space representation of word w in state s is

w>Wmain + w>Ws.

7.3.1 Qualitative Evaluation

To illustrate how the model described above can learn geographically-informed seman-

tic representations of words, table 7.1 displays the terms with the highest cosine similarity

to wicked in Kansas and Massachusetts after running our joint model on the full 1.1 billion

words of Twitter data; while wicked in Kansas is close to other evaluative terms like evil

and pure and religious terms like gods and spirit, in Massachusetts it is most similar to other

intensifiers like super, ridiculously and insanely.

Table 7.2 likewise presents the terms with the highest cosine similarity to city in both

California and New York; while the terms most evoked by city in California include regional

locations like Chinatown, Los Angeles’ South Bay and San Francisco’s East Bay, in New

York the most similar terms include hamptons, upstate and borough (New York City’s term of
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Kansas Massachusetts
term cosine term cosine
wicked 1.000 wicked 1.000
evil 0.884 super 0.855
pure 0.841 ridiculously 0.851
gods 0.841 insanely 0.820
mystery 0.830 extremely 0.793
spirit 0.830 goddamn 0.781
king 0.828 surprisingly 0.774
above 0.825 kinda 0.772
righteous 0.823 #sarcasm 0.772
magic 0.822 sooooooo 0.770

Table 7.1: Terms with the highest cosine similarity to wicked in Kansas and Massachusetts.

California New York
term cosine term cosine
city 1.000 city 1.000
valley 0.880 suburbs 0.866
bay 0.874 town 0.855
downtown 0.873 hamptons 0.852
chinatown 0.854 big city 0.842
south bay 0.854 borough 0.837
area 0.851 neighborhood 0.835
east bay 0.845 downtown 0.827
neighborhood 0.843 upstate 0.826
peninsula 0.840 big apple 0.825

Table 7.2: Terms with the highest cosine similarity to city in California and New York.

administrative division).

7.3.2 Quantitative Evaluation

As a quantitative measure of our model’s performance, we consider the task of judging

semantic similarity among words whose meanings are likely to evoke strong geographi-

cal correlations. In the absence of a sizable number of linguistically interesting terms (like

wicked) that are known to be geographically variable, we consider the proxy of estimating the

named entities evoked by specific terms in different geographical regions. As noted above,

geographic terms like city provide one such example: in Massachusetts we expect the term

city to be more strongly connected to grounded named entities like Boston than to other US

cities. We consider seven categories for which we can reasonably expect the connotations of

each term to vary by geography; in each case, we calculate the distance between two terms

x and y using representations learned for a given state (δstate(x, y)). Note that some terms

may be multiword expressions (such as New York or Red Sox); these are all contained within
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the vocabulary described above.

1. city. For each state, we measure the distance between the word city and the state’s

most populous city; e.g., δAZ(city, phoenix).

2. state. For each state, the distance between the word state and the state’s name; e.g.,

δWI(state, wisconsin).

3. football. For all NFL teams, the distance between the word football and the team name;

e.g., δIL(football, bears).

4. basketball. For all NBA teams from a US state, the distance between the word basketball

and the team name; e.g., δFL(basketball, heat).

5. baseball. For all MLB teams from a US state, the distance between the word baseball and

the team name; e.g., δIL(baseball, cubs), δIL(baseball, white sox).

6. hockey. For all NHL teams from a US state, the distance between the word hockey and

the team name; e.g., δPA(hockey, penguins).

7. park. For all US national parks, the distance between the word park and the park name;

e.g., δAK(park, denali).

Each of these questions asks the following: what words are evoked for a given target

word (like football)? While football may everywhere evoke similar sports like baseball or soccer

or more specific football-related terms like touchdown or field goal, we expect that particular

sports teams will be evoked more strongly by the word football in their particular geographi-

cal region: in Wisconsin, football should evoke packers, while in Pennsylvania, football evokes

steelers. Note that this is not the same as simply asking which sports team is most frequently

(or most characteristically) mentioned in a given area; by measuring the distance to a target

word (football), we are attempting to estimate the varying strengths of association between

concepts in different regions.

For each category, we measure similarity as the average cosine similarity between the

vector for the target word for that category (e.g., city) and the corresponding vector for each

state-specific answer (e.g., chicago for IL; boston for MA). We compare three different models:

1. JOINT. The full model described in section 7.2, in which we learn a global represen-

tation for each word along with deviations from that common representation for each

state.
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Figure 7.2: Average cosine similarity for all models across all categories, with 95% confidence inter-
vals on the mean.

2. INDIVIDUAL. For comparison, we also partition the data among all 51 states, and train

a single model for each state using only data from that state. In this model, there is no

sharing among states; California has the most data with 11,604,637 tweets; Wyoming

has the least with 47,503 tweets.

3. –GEO. We also train a single model on all of the training data, but ignore any state

metadata. In this case the distance δ between two terms is their overall distance within

the entire United States.

As one concrete example of these differences between individual data points, the cosine

similarity between city and seattle in the –GEO model is 0.728 (seattle is ranked as the 188th

most similar term to city overall); in the INDIVIDUAL model using only tweets from Wash-

ington state, δWA(city, seattle) = 0.780 (rank #32); and in the JOINT model, using informa-

tion from the entire United States with deviations for Washington, δWA(city, seattle) = 0.858

(rank #6). The overall similarity for the city category of each model is the average of 51 such

tests (one for each city).

Figure 7.2 present the results of the full evaluation, including 95% confidence intervals

for each mean. While the two models that include geographical information naturally out-

perform the model that does not, the JOINT model generally far outperforms the INDIVID-

UAL models trained on state-specific subsets of the data.1 A model that can exploit all of

the information in the data, learning core vector-space representations for all words along

1This result is robust to the choice of distance metric; an evaluation measuring the Euclidean distance be-
tween vectors shows the JOINT model to outperform the INDIVIDUAL and –GEO models across all seven cate-
gories.
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with deviations for each contextual variable, is able to learn more geographically-informed

representations for this task than strict geographical models alone.

7.4 Conclusion

This chapter introduces a model for leveraging situational information in learning vector-

space representations of words that are sensitive to the author’s social context. While our re-

sults use geographical information in learning low-dimensional representations, other con-

textual variables are straightforward to include as well; incorporating effects for time – such

as time of day, month of year and absolute year – may be a powerful tool for revealing

periodic and historical influences on lexical semantics.

Our approach explores the degree to which geography, and other contextual factors, in-

fluence word meaning in addition to frequency of usage. By allowing all words in different

regions (or more generally, with different metadata factors) to exist in the same vector space,

we are able compare different points in that space – for example, to ask what terms used in

Chicago are most similar to hot dog in New York, or what word groups shift together in

the same region in comparison to the background (indicating the shift of an entire semantic

field). For all of these directions, this work is only made possible by leveraging contextual

information (an author’s geographic location); by incorporating this information into mod-

els of lexical semantics, we are able to paint a more nuanced picture of word sense variability

than if we were to consider text as a disembodied phenomenon.



Chapter 8

Improving sarcasm detection with

situated features

Work described in this chapter was undertaken in collaboration with Noah Smith and published at

ICWSM 2015 (Bamman and Smith, 2015)

8.1 Introduction

In the work considered in this thesis so far, we have modeled the interaction of people

as the content and authors of text. This chapter presents a case study incorporating a third

axis of interaction: people as the audience of text.

For many NLP tasks that primarily operate on non-dialogic, written text, it is easy to

forget that language is primarily a communicative act involving at least two interlocutors;

while the medium of written text can distance this relationship between a speaker/author

and their interlocutor/reader1 the audience still has the power to shape the text we see by

being a guiding principle for the author. This relationship between authors and audience

is crucial for many natural language understanding tasks that require shared knowledge

between interlocutors. Humor (Mihalcea and Strapparava, 2005; Petrovic and Matthews,

2013) is heavily dependent on the interaction between an author and audience; so too is

sarcasm.

Most approaches to sarcasm detection to date have treated the task primarily as a text

categorization problem, relying on the insights of Kreuz and Caucci (2007) that sarcastic

utterances often contain lexical indicators (such as interjections and intensifiers) and other

1As pointed out Plato, Phaedrus 275d: “And so it is with written words; you might think they spoke as if they
had intelligence, but if you question them, wishing to know about their sayings, they always say only one and
the same thing.” (Fowler, 1925; Derrida, 1972)
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linguistic markers (such as nonveridicality and hyperbole) that signal their irony. These

purely text-based approaches can be surprisingly accurate across different domains (Car-

valho et al., 2009; Davidov et al., 2010; González-Ibáñez et al., 2011; Riloff et al., 2013; Lukin

and Walker, 2013; Reyes et al., 2013), but are divorced from any notion of their potentially

useful context. Yet context seems to matter. For example, humans require access to the sur-

rounding context in which a Reddit post was written (such as the thread it appears in) in

order to judge its tone (Wallace et al., 2014). On Twitter, modeling the relationship between

a tweet and an author’s past tweets can improve accuracy on this task (Rajadesingan et al.,

2015).

This kind of contextual information is only one small part of the shared common ground

that must be present between a speaker and their audience in order for sarcasm to be avail-

able for use between them. Kreuz (1996) calls this the “principle of inferability” – speakers

only use sarcasm if they can be sure it will be understood by the audience – and finds in

surveys that sarcasm is more likely to be used between two people who know each other

well than between those who do not.

In all of these cases, the relationship between author and audience is central for under-

standing the sarcasm phenomenon. While the notion of an “audience” is relatively well

defined for face-to-face conversations between two people, it becomes more complex when

multiple people are present (Bell, 1984), and especially so on social media, when a user’s

“audience” is often unknown, underspecified or “collapsed” (boyd, 2008; Marwick and

boyd, 2011), making it difficult to fully establish the shared ground required for sarcasm

to be detected, and understood, by its intended (or imagined) audience.

We present here a series of experiments to discern the effect of extra-linguistic informa-

tion on the detection of sarcasm, reasoning about features derived not only from the local

context of the message itself (as in past work), but also using information about the author,

their relationship to their audience and the immediate communicative context they both

share. Our main findings are:

• Including any aspect of the environment (features derived from the communicative con-

text, the author, or the audience) leads to improvements in prediction accuracy.

• Users are more likely to tag their message with the explicit hashtag #sarcasm when

they are less familiar with their audience. Following Kreuz (1996), we argue that this is a

means of ensuring inferability in the face of uncertainty.
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8.2 Data

Prior work on sarcasm detection on Twitter (González-Ibáñez et al., 2011) found low

agreement rates between human annotators at the task of judging the sarcasm of others’

tweets; consequently, recent research exploits users’ self-declarations of sarcasm in the form

of #sarcasm or #sarcastic tags of their own tweets. This design choice does not capture

the likely more common varieties of sarcasm expressed without an explicit hashtag, but does

yield positive examples with high precision. Figure 8.1 gives one such example.

Figure 8.1: User self-reporting of sarcasm.

We follow the same methodology here as well, identifying the authors of all tweets men-

tioning #sarcasm or #sarcastic in the Gardenhose sample of tweets from August 2013–

July 2014, and crawling up to the most recent 3,200 tweets of those authors. As in past work,

we label a tweet as SARCASTIC if it contains the hashtag #sarcasm or #sarcastic as its

final term, is written in English, is not a retweet, and contains at least three words. To ex-

plore the influence of the communicative context on our perception of sarcasm, we further

subsample this set to include only tweets that are responses to another tweet. This yields a

positive training set of 9,767 tweets; for negative data, we select an equal number of tweets

from users over the same time period who have not mentioned #sarcasm or #sarcastic

in their messages. The total dataset is evenly balanced at 19,534 tweets. Since the hashtags

#sarcasm and #sarcastic are used to define the positive examples, we remove those

tags from all tweets for the prediction task.

8.3 Experimental Setup

For the classification task of deciding whether a tweet is SARCASTIC or NOT SARCASTIC,

we adopt binary logistic regression with `2 regularization using tenfold cross-validation,

split on authors (so that tweets by the same author do not appear in multiple splits). We

tune the `2 regularization parameter on development data (train on 8⁄10, tune on 1⁄10, test on

the remaining held-out 1⁄10) and repeat across ten folds. We perform this cross-validation

and parameter tuning for every feature combination reported below, since different feature

sets (with different cardinalities) will result in different optimal parameter settings.



CHAPTER 8. IMPROVING SARCASM DETECTION WITH SITUATED FEATURES 98

8.4 Features

We divide the features used in our models into four classes: those scoped only over the

immediate tweet being predicted (§8.4.1); those that reason over the author of that tweet,

including historical data by that author (§8.4.2); those that reason over the addressee of the

tweet (the person to whom the target tweet under consideration is responding), including

historical data for that individual and the author’s history of interaction with them (§8.4.3);

and features that consider the interaction between the tweet being predicted and the tweet

that it is responding to (§8.4.4).

The baseline accuracy, using only the majority class in each training fold, is 47.4% (this

is lower than an even 50% since the folds are split by author and contain varying numbers

of tweets). In describing each feature below, we also report in parentheses the tenfold cross-

validated accuracy of a model trained only on that feature type.

8.4.1 Tweet Features

• Word unigrams (72.4%) and bigrams (69.5%). We create binary indicators of low-

ercased word unigrams and bigrams. The most indicative unigrams include dare,

shocked, clearly, #lol and gasp, and the most indicative bigrams include you mean, how

dare, i’m shocked, i’m sure and at all.

• Brown cluster unigrams (72.0%) bigrams (69.1%). For dimensionality reduction, we

map each word in our vocabulary to one of 1000 non-overlapping clusters using the

Brown clusters of Owoputi et al. (2013), which group words used in similar contexts

into the same cluster. We compute unigrams and bigrams over terms in this reduced

space.

• Unlabeled dependency bigrams, lexicalized (70.3%) and Brown clusters (70.2%). We

create binary features from unlabeled dependency arcs between a.) two words and b.)

their corresponding Brown clusters after parsing the tweet with TweeboParser (Kong

et al., 2014).

• Part of speech features (66.0%). Past work has shown that part of speech information

(such as the density of hashtags and emoticons) is among the most informative for this

task. We apply the POS tagger of Owoputi et al. (2013) and include features based on

the absolute count and ratio of each of the 25 tags, along with the “lexical density”

of the tweet, which models the ratio of nouns, verbs, adjectives and adverbs to all

words (Rajadesingan et al., 2015).
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• Pronunciation features (57.5%) To model the use of Twitter-specific writing style (as

in Rajadesingan et al., 2015), we include the number of words with only alphabetic

characters but no vowels (e.g., btw) and the number of words with more than three

syllables.

• Capitalization features (57.5%). We include the number of words with initial caps

and all caps and the number of POS tags with at least initial caps.

• Tweet whole sentiment (55.0%). We include several types of tweet-level sentiment

features. The first is a feature containing the numeric value of the entire tweet’s sen-

timent as determined by the Stanford Sentiment Analyzer (Socher et al., 2013b); since

this phrase-based analyzer also determines the sentiment value of each non-terminal

node in its syntactic parse tree, we also include the fraction of nonterminals with each

sentiment score as a feature (which allows us to capture differences in sentiments

across the tree).

• Tweet word sentiment (53.7–54.7%). As in much past work, we also include word-

level sentiment features, modeling the maximum word sentiment score, minimum

word sentiment score, and distance between the max and min. As in Rajadesingan et

al. (Rajadesingan et al., 2015), we use the dictionaries of Warriner et al. (Warriner et al.,

2013) (54.7%) and the emotion scores of Thelwall et al. (Thelwall et al., 2010) (53.7%).

• Intensifiers (50.1%). Since prior theoretical work has stressed the importance of hyper-

bole for sarcasm (Kreuz and Roberts, 1995), we include a binary indicator for whether

the tweet contains a word in a list of 50 intensifiers (so, too, very, really) drawn from

Wikipedia (http://en.wikipedia.org/wiki/Intensifier).

8.4.2 Author Features

• Author historical salient terms (81.2%). We create one feature for each term in a vo-

cabulary shared among all authors; for a given tweet t containing word w, the feature

f (t, w) = 1 if w is among the 100 highest-scoring TF-IDF terms used by the tweet’s

author in the past, and 0 otherwise. The terms with the highest weight predicting sar-

casm are #fail, govt, humor, lol, fact, excited, ff, truth, :-P and #gameofthrones. This is the

single most informative feature of all those we evaluated.

• Author historical topics (77.4%). We create broader topic-based features by inferring

a user’s topic proportions under LDA (Blei et al., 2003) with 100 topics over all tweets,
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where each document consists of up to 1,000 words of a user’s tweets (excluding all

messages in the test dataset). The topics most indicative of sarcasm include those

relating to art and television shows.

• Profile information (73.7%). We create features for the author of the tweet drawn

from their user profile information, including gender (as inferred by their first name,

compared to trends in U.S. Social Security records), number of friends, followers and

statuses, their duration on Twitter, the average number of posts per day, their time-

zone, and whether or not they are verified by Twitter (designating a kind of celebrity

status). Being unverified, male, and from time zones in the United States are all strong

markers of sarcasm.

• Author historical sentiment (70.8%). As in Rajadesingan et al. (2015), we model the

distribution over sentiment in the user’s historical tweets (excluding the test dataset),

using the same word-level dictionaries applied to tweet-level sentiment described

above. Users with historically negative sentiments have higher likelihoods of sarcasm.

• Profile unigrams (66.2%). We create binary indicators for all unigrams in the author’s

profile. The most indicative terms include sarcasm, chemistry, #atheist and humor.

8.4.3 Audience Features

• Author historical topics (71.2%), Author historical salient terms (70.0%), Profile un-

igrams (68.6%), Profile information (66.3%). As above, but for the author of the tweet

to which the target tweet being predicted responds.

• Author/Addressee interactional topics (73.9%). To capture the similarity in interests

between the author and addressee, we include features defined by the elementwise

product of the author and addressee’s historical topic distribution (resulting in a fea-

ture that it high if the two have both together tweeted about the same topics).

• Historical communication between author and addressee (61.7%). To model Kreuz’s

finding that sarcasm is more likely to take place between two people who are more

familiar with each other, we include features that model that the degree of interaction

between two users, including the number of previous messages sent from the author

to the addressee, the rank of the addressee among the user’s @-mention recipients and

whether or not there have been at least one (and two) mutual @-messages exchanged

between the author and the addressee (i.e., not simply unrequited messages sent from
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the author).

8.4.4 Environment Features

• Pairwise Brown features between the original message and the response (71.7%). To

model the interaction between a target tweet and the tweet to which it is responding,

we include binary indicators of pairwise Brown features between all terms in the two

tweets.

• Unigram features of the original message (68.8%). To capture the original linguistic

context a tweet is responding to, we include binary indicators of all unigrams in the

original tweet as features. The most indicative terms in the original tweet include clear

markers that already define a sarcastic environment, including #sarcasm, sarcastic and

sarcasm as well as worry, defense, advice, vote and kidding.

8.5 Evaluation

To compare performance across different features, we consider five feature combina-

tions: those with access to a.) tweet-level features; b.) tweet-level features and response

features; c.) tweet features and audience features; d.) tweet features and author features;

and e.) a combined model that includes all feature sets.

Figure 8.2 illustrates the relative gains in accuracy that result from including contextual

information outside the immediate scope of the tweet being predicted: while tweet-only in-

formation yields an average accuracy of 75.4% across all ten folds, adding response features

pushes this to 77.3%, audience features to 79.0% and author features to 84.9%. Including all

features together yields the best performance at 85.1%, but most of these gains come simply

from the addition of author information.

While the individual features above all report the accuracy of a model trained only on

that feature, an ablation test (training the model on the full feature set excluding one fea-

ture) reveals that no feature is crucial for model performance: the most critical features are

AUTHOR HISTORICAL SALIENT TERMS (–0.011), AUTHOR PROFILE FEATURES (–0.008), PAIR-

WISE BROWN FEATURES between the original message and the response (–0.008), PART OF

SPEECH FEATURES (–0.002) and RESPONSE UNIGRAMS (–0.001). Training a model on these

five features alone yields an accuracy of 84.3%, less than a point behind the full feature set.

8.6 Analysis

While features derived from the author yield the greatest improvements in accuracy

over the tweet alone, all feature classes—including those drawn from the response, as well
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Figure 8.2: Accuracy across different feature sets, with 95% confidence intervals on the mean across
10 folds.

as those that consider the interaction of people in the form of audience and authors—display

statistically significant improvements over the tweet-only features that ignore the commu-

nicative context. This confirms an effect on the interaction of the author and audience in the

recognition of sarcasm, which can lead us to ask: who is this audience, and what about them

is predictive of sarcasm across users? While Kreuz (1996) shows that sarcasm is primarily

available between people who know each other well, we find that the strongest audience-

based features that act as markers of sarcasm in this dataset are not those that suggest in-

timacy between the author and audience; the strongest audience predictors of sarcasm are

the absence of mutual mentions (at least one mutual mention is a contraindicator, and at least

two is more so); living in different time zones (i.e., not being geographically proximate) and

features of celebrity (being verified and having many followers). In total, these features

suggest that the #sarcasm hashtag is not a natural indicator of sarcasm expressed between

friends, but rather serves an important communicative function of signaling the author’s

intent to an audience who may not otherwise be able to draw the correct inference about

their message (as distinct from close friends who may be able to infer sarcasm without such

labels).

8.7 Conclusion

With this chapter, we illustrate the important effect that people have in their roles as au-

thors and audience of text—by leveraging any kind of situational information about people

in these roles, we see improvements in predictive accuracy for sarcasm detection, a linguistic

phenomenon that requires shared common ground between interlocutors. While sarcasm

represents one such task that heavily relies on context, there are many others that lean on

real contextual knowledge for understanding. As mentioned above, computational models
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of humor that not only model internal properties of text (such as surprising word combina-

tions) but also the specific kind of relationship that holds between interlocutors, including

models of mental states (X is aware that Y knows Z) may lead to similar improvements. At

a broader level, the same may equally be true of classic NLP tasks like word sense disam-

biguation or semantic parsing: knowing something of the history of interaction between an

author and their audience may help in discriminating which sense of bank is intended in a

given utterance—where in addition to the maxims of “one sense per discourse” (Gale et al.,

1992) and “one sense per Tweeter” (Gella et al., 2014), we might find the same to hold of

edges in a social graph. In either case, this work highlights how useful contextual informa-

tion can be—we know language is situated, and considering the depth of this context can

lead not only to more realistic models of the world (from which we can gain social insight)

but also to real gains in practical downstream tasks.



Chapter 9

Conclusion

9.1 Summary of contributions

In this thesis, I explore the utility of text analysis from a perspective centered on people,

investigating the role that people play in their threefold interaction with text: as content of

that text itself, as the authors of text, and as the audience of text. Each of these dimensions

defines a research axis along which we can analyze text as it is socially embedded; while it

is tempting to view the text we have available to us as existing in isolation from its material,

historical context, it is, in contrast, a profoundly situated phenomenon, involving people in

each of these dimensions. Detailed contributions of this work include the following.

• I present several models for learning latent personas of characters in movies (chap-

ter 3) and books (chapter 4) by exploiting statistical regularities in the actions they

perform and they attributes by which they are described, both in stylistically homoge-

neous and heterogeneous texts.

• I present a model (chapter 5) for learning latent event classes from a set of timestamped

sentences in biographies; in an analysis of 242,970 biographies on Wikipedia, I uncover

evidence of bias in the characterization of women, with up to four times the emphasis

on events of marriage and divorce compared to men.

• I present a model (chapter 6) for learning the political import of type-level propositions

like 〈Obama, is a Socialist〉, leveraging latent user political preferences in their estima-

tion. The ideal points of propositions learned in this way outperform those learned

from a variety of other methods (unsupervised, supervised and semi-supervised) when

evaluated against human judgments.

104
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• I present a model (chapter 7) for incorporating context-level metadata in learning low-

dimensional word embeddings. By incorporating observed author-level geographical

location, I show that we can learn embeddings that are sensitive to geographic varia-

tion and reflect a more realistic view of situated lexical semantics.

• I develop a predictive model for sarcasm detection (chapter 8) that considers not sim-

ply the text of a message (as in past work), but also contextual features, including those

scoped over the author and the audience; all contextual features lead to improvements

over features that only consider the message in isolation, showing that author and au-

dience information is important for solving this richly contextual problem.

At a high level, the first section of this thesis (chapters 3, 4 and 5) illustrates the value of

using people as an organizing principle in text: by leveraging the statistical regularities with

which they are described, we can both learn interesting commonalities among them (such as

common entity types they represent) and gain insight into where those commonalities defy

expectations (as with the representation of women on Wikipedia). The second section (chap-

ters 6, 7 and 8), in contrast, illustrates the value of incorporating more contextual information

about people into text processing—in this case, information about the author and audience.

Reasoning about this wider context in which the text we observe is situated can both open

up new socially-informed analysis (allowing us to learn geographic sense distinctions and

the political force of textual propositions) while also improving our performance on existing

tasks (such as sarcasm detection).

9.2 Future directions

The work presented in this thesis outlines the three axes with which people interact with

text. There are several directions that deserve further pursuit.

9.2.1 Richer models

The personas we inferred in chapters 3 and 4 are essentially clusters of characters that

share some commonality in the actions they perform and the attributes with which they are

described. The work that we have presented here is only the tip of the iceberg in investigat-

ing how character in represented (and how it varies) in text. The models we present can be

directly extended to incorporate other varieties of contextual metadata, both at the author

level (such as historical date of composition) and at the character level (such as gender) and

to include more realistic assumptions of how a single character can evolve over the course

of a book or movie, and how characters’ types are dependent not simply on unary actions
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but also on relational information with other characters (and character’s types). On a bigger

scale, there is much more to be done in investigating what these (and other) models of char-

acter can reveal about literary history. These models are useful for exploratory data analysis,

and there is much work to be done to explore what substantive disciplinary questions—if

any—this exploration can help address.

9.2.2 Supervision

Most of the models presented in this thesis have been used in an unsupervised setting,

where the goal is to learn interesting structure that exists in data, whether that data is com-

prised of movie summaries, the full text of books, or political blog comments. However,

in many cases these models can be most useful to practitioners when they are allowed to

be guided by supervision. In this case, this could be an ontology of character types drawn

from specific works of literary criticism, particular types that characters in certain books

have been argued to embody, or even adjusting the model output to meet human expecta-

tions, as in Hu et al. (2014). How can these models best enable exploratory analysis that is

supported by human-directed guidance?

9.2.3 Fine-grained opinion mining

The models in chapter 6 learn the political import of propositions like 〈Obama, is a Social-

ist〉 in an unsupervised setting, leveraging users’ latent political beliefs in their estimation.

This work draws inspiration from open information extraction (Fader et al., 2011; Mitchell

et al., 2015), which has been primarily concerned with learning facts from open data sources

(such as broad samples from the web). There is an opportunity to bring these two lines of re-

search together to build a similarly large-scale knowledge base of fine-grained propositions

paired with the metadata (such as political affiliation) of the populations that assert them.

While such a knowledge base may be useful for problems of fact assessment (Nakashole and

Mitchell, 2014), it also presents an opportunity for large-scale, fine-grained opinion polling.

Much current work has used social media sources like Twitter for correlating user micropub-

lications with political polls (O’Connor et al., 2010) and flu trends (Paul and Dredze, 2011);

this work presents a direction for estimating what fraction of those users feel Obama is a

socialist, dictator, great president, and so on, along with the likely political affiliations of their

communities.
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9.2.4 Stereotyping

Chapter 6 also models the variability that exists in the predicates that people assert of

the same fixed subject—〈Obama, is a Socialist〉 is a more conservative proposition, while

〈Obama, is a genius〉 is more liberal. This principle—modeling variability in text around a

fixed target—is useful not only for broad applications like fine-grained opinion mining, but

also for other tasks as well. At a social level, the question of how individuals differently

describe the same fixed phenomenon has been richly studied in the context of framing (Ent-

man, 1993). By restricting our scope of those phenomena to people, we enable study of how

different individuals characterize social groups in different ways; this paves the way for the

computational measurement of such phenomena as stereotyping.

9.2.5 Richer context

The approach taken in chapter 8 to identifying sarcasm in text—considering not simply

the text itself for lexical indicators, but also the broader context including the author and

audience—touches on the very interesting problem of estimating the shared context that

interlocutors hold: sarcasm can often be successful because an author can exploit their au-

dience’s understanding of their own belief system (Kreuz, 1996). To what extent can we

measure the degree to which two interlocutors have a shared background context, either

by being close friends or immersed in the same cultural environment? Are there linguistic

indicators that help reveal this?

At a high level, the development of models that can exploit richer context is the main future

research direction to which this entire thesis points. While many classical NLP tasks (like

part-of-speech tagging or syntactic parsing) only need to reason about the internal structure

of a sentence (and of language more broadly), this work points toward tasks that rely on

understanding language as it is used in the world—not handed to us as a corpus ex nihilo,

but as spoken by people, to others, all of whom have their own beliefs and intentions, who

are immersed in a wider, shared context, and who differ from each other in meaningful (and

occasionally predictable) ways. The more we can incorporate this rich variation into our

models of text, the more realistic they will be, with potential both for improved performance

on practical tasks and for greater social insight into the circumstances of its production.
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Marina Meilă. Comparing clusterings—an information based distance. Journal of Multivariate Analy-

sis, 98(5):873–895, 2007.
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